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Preface

Purpose

This manual is for those using the following operation and management software for the first time. This software manages and operates ICT
devices such as servers, storages, and switches as well as facility devices such as PDUs in an integrated way.

- FUJITSU Software Infrastructure Manager
- FUJITSU Software Infrastructure Manager for PRIMEFLEX (hereinafter referred to as "ISM for PRIMEFLEX")

Hereinafter, the two products above will be referred to as "ISM."

Qn Note

"Infrastructure Manager for PRIMEFLEX" is available only in Japan, APAC, and North America.

This manual describes the minimum amount of preparation and operations required for using ISM.

For a description on the use of each function, refer to the following manuals.

Product Manuals

Manual Name

Description

FUJITSU Software

Infrastructure Manager V2.4

Infrastructure Manager for PRIMEFLEX V2.4
First Step Guide

This manual is for those using this product for the first time.
This manual summarizes the procedures for the use of this product, the
product system, and licensing.

In this manual, it is referred to as "The First Step Guide."

FUJITSU Software

Infrastructure Manager V2.4

Infrastructure Manager for PRIMEFLEX V2.4
User's Guide

This manual describes the functions of this product, the installation
procedure, and procedures for operation.

It allows you to quickly grasp all functions and all operations of this
product.

In this manual, it is referred to as "User's Guide."

FUJITSU Software

Infrastructure Manager V2.4

Infrastructure Manager for PRIMEFLEX V2.4
Operating Procedures

This manual describes the installation procedure and usages for the
operations of this product.

In this manual, it is referred to as "Operating Procedures."

FUJITSU Software

Infrastructure Manager V2.4

Infrastructure Manager for PRIMEFLEX V2.4
Glossary

This document defines the terms that you need to understand in order to use
this product.

In this manual, it is referred to as "Glossary."

Intended Readers

This manual is intended for readers who are using ISM for the first time. To read this manual, you must know the following.

- An understanding of how to use hardware
- An understanding of how to use OSs

- An understanding of networks




Notation in this Manual
Notation
Keyboard

Keystrokes that represent nonprintable characters are displayed as key icons such as [Enter] or [F1]. For example, [Enter] means
press the key labeled "Enter." [Ctrl]+[B] means hold down the key labeled "Ctrl" or "Control" and then press the B key.

Symbols

Items that require particular attention are indicated by the following symbols.

E) Point

© 0000000000000 000000000000000000000000000000000000O0OCL0COCOCOCOCOCCOCCCOCOCOCOCOCOC0C00C0000C0C0C0C0COCOCO0CO0C0CO0CIO0CIOCIOCOCEOCEEOEE

Describes the content of an important point.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

& Note

Describes an item that requires your attention.

Variables: <xxx>
Represents variables that require replacement by numerical values or text strings in accordance with your usage environment.

Example: <IP address>

High Risk Activity

The Customer acknowledges and agrees that the Product is designed, developed and manufactured as contemplated for general use,
including without limitation, general office use, personal use, household use, and ordinary industrial use, but is not designed, developed and
manufactured as contemplated for use accompanying fatal risks or dangers that, unless extremely high safety is secured, could lead directly
to death, personal injury, severe physical damage or other loss (hereinafter "High Safety Required Use"), including without limitation,
nuclear reaction control in nuclear facility, aircraft flight control, air traffic control, mass transport control, medical life support system,
missile launch control in weapon system. The Customer shall not use the Product without securing the sufficient safety required for the High
Safety Required Use. In addition, Fujitsu (or other affiliate's name) shall not be liable against the Customer and/or any third party for any
claims or damages arising in connection with the High Safety Required Use of the Product.

To Use This Product Safely

This document contains important information required for using this product safely and correctly. Read this manual carefully before using
the product. In addition, to use the product safely, the customer must understand the related products (hardware and software) before using
the product. Be sure to use the product by following the precautions on the related products. Be sure to keep this manual in a safe and
convenient location for quick reference during use of the product.

Modifications

The customer may not modify this software or perform reverse engineering through decompiling or disassembly.

Disclaimers

Fujitsu Limited assumes no responsibility for any claims for losses, damages or other liabilities arising from the use of this product. The
contents of this document are subject to change without notice.

Trademarks

Microsoft, Windows, Windows Vista, Windows Server, Hyper-V, Active Directory, and the titles or names of other Microsoft products are
trademarks or registered trademarks of Microsoft Corporation in the United States and other countries.

Linux is a trademark or registered trademark of Linus Torvalds in the United States and other countries.

Red Hat and all trademarks and logos based on Red Hat are trademarks or registered trademarks of Red Hat, Inc. in the United States and
other countries.



SUSE and the SUSE logo are trademarks or registered trademarks of SUSE LLC in the United States and other countries.

VMware, VMware logo, VMware ESXi, VMware SMP, and vMotion are trademarks or registered trademarks of VMware, Inc. in the
United States and other countries.

All other company and product names are trademarks or registered trademarks of the respective companies.

All other products are owned by their respective companies.

Copyright
Copyright 2019 FUJITSU LIMITED

This manual shall not be reproduced or copied without the permission of Fujitsu Limited.

Modification History

Edition |Publication Date Modification Overview Section
01 April 2019 First edition - -
02 May 2019 Added articles on the overview of the ISM 2.1 ISM Installation -

installation Workflow
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IChapter 1 Overview of ISM

ISM is a software package that manages and operates ICT devices such as servers and storages, as well as facility devices in an integrated
way.

This chapter describes the functions that can be used with each license as well as the functions that can be used in different ISM Operation
Modes.

Purpose of ISM

By installing ISM, multiple and various types of ICT devices can be managed in an integrated way. With this software, you can monitor the
status of all the ICT devices in a data center or a machine room. You can also execute batch firmware updates for multiple devices and
configure servers automatically. It can reduce operating costs and increase the operation quality for the operation manager.

Figure 1.1 Integrated operation and management through installation of ISM

After Installation of ISM
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1.1 Overview of ISM Operation Modes and Functions

This section describes an overview of the ISM functions for each Operation Mode.

ISM Operation Modes

ISM can be used in three different modes depending on how you want to use the software. In this manual, these modes are referred to as
"Operation Modes."

Aniconis displayed for the corresponding mode in the description for each function. The icons that correspond to each mode are as follows.

Operation Mode Icon Description

Essential mode Can be used for monitoring the status of servers, storages, and

switches as well as firmware management.

Advanced mode Can be used for the management, operation, and maintenance of
servers, storages, switches, and other facility devices, in addition
to the functions that can be used in Essential mode.

Advanced for PRIMEFLEX | Advanced for PRIMEFLEX Can be used for the creation, expansion, management, and
mode maintenance of clusters for virtual platforms, in addition to the
functions that can be used in Advanced mode.




Operation Mode Icon Description

Power Capping cannot be used in Advanced for PRIMEFLEX
mode.

The Operation Mode is determined by the products that are purchased (media and licenses). For details on products, modes, and the
difference between modes, refer to "1.2 Product System and Licenses."”

1.1.1 Optimizing Operations Through the Integrated Management of
Infrastructure Operations (Node Management)

| Essential || Advanced || Advanced for PRIMEFLEX |

ICT and facility devices that are operated and managed in an ISM environment are called "nodes."

With ISM, you can register a batch of nodes to be managed by specifying and discovering nodes that are connected to a network by using
an IP address range. This will allow you to make node registration work more efficient.

You can manage node information (node names, serial numbers, IP addresses, etc.) in the same format for any type of node after a node is
registered (Figure 1.2 Displaying a node list).

Figure 1.2 Displaying a node list
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1.1.2 Integrated Monitoring for the Status of Multiple Devices (Monitoring)

| Essential || Advanced |[ Advanced for PRIMEFLEX |

With ISM, you can monitor the power status, the availability of CPU, memory, and disk space, intake temperature, as well as events (SNMP
traps) due to failures at the same time for all registered nodes.

You can send mail to an administrator when an event has occurred such as a device failure. It is also possible to perform other operations
in addition to sending mail such as sending/forwarding SNMP traps, sending logs to Syslog servers, and automatic execution of scripts. By
using these functions, you can handle events quickly and minimize time-outs.



Figure 1.3 Image of Monitoring
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Displaying the mounting position in a rack

Advanced || Advanced for PRIMEFLEX

In Advanced mode and Advanced for PRIMEFLEX mode, you can display the status of devices mounted on a server rack on the screen.

There are some devices that have LEDs that display the status on the front of the device and this can also be displayed on a screen in ISM.
By using this function, you can locate the position of a device that is failing in a rack as if you were standing in front of the server rack
(Figure 1.4 Displaying the mounting position in a rack).

Figure 1.4 Displaying the mounting position in a rack
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Displaying 3D view

Advanced || Advanced for PRIMEFLEX |

In Advanced mode and Advanced for PRIMEFLEX mode, the overall status of data centers and server rooms can be viewed similar to that
of server racks on a screen in ISM (Figure 1.5 Displaying 3D view). You can confirm information on the operation of devices, SNMP traps
being received, the severity of detected events, intake temperature, and power consumption on the same screen in ISM. By using this
function, you can grasp the relationship between the status and position of devices.

Figure 1.5 Displaying 3D view
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1.1.3 Simplification of Firmware Updates (Firmware Management)

| Essential || Advanced |[ Advanced for PRIMEFLEX |

In ISM, you can confirm the firmware version of multiple nodes on one management screen regardless of the type of device.

You can also update the firmware for multiple nodes and components that needed to be updated individually in the past, and you can update
the firmware for these at the same time.



Figure 1.6 Image of Firmware Management
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1.1.4 Copying and Applying Setting Information to Multiple Devices (Profile
Management)

| Advanced || Advanced for PRIMEFLEX |

In ISM, you can set up (settings for installing a device, OS installation, and make registrations to management software) a series of devices
to start operations.

In this type of setup, setting information is organized into a settings file and saved as a "profile," and then the "profile" is assigned to the
devices. You can copy and reuse this profile on multiple devices.

For example, if you must apply the same settings to 10 new devices, you can apply the settings to the remaining nine devices (Figure 1.7
Example of applying the same settings to multiple devices) by creating only one profile.

Figure 1.7 Example of applying the same settings to multiple devices
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It is also possible to change part of a profile when you must have different settings for different devices.

You can also save parameters as profiles when installing OSes on servers.



Figure 1.8 Example of deploying VMware ESXi servers
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1.1.5 Displaying a Network Map (Network Management)

| Advanced || Advanced for PRIMEFLEX |

In ISM, you can graphically display virtual network connections (network maps) in addition to physical connections. By using this function,
you can easily see the influence of a stopped device or virtual server.

You can confirm the impacted area which is highlighted in yellow when you select the [Display impacted area] checkbox on a network map
(Figure 1.9 Image of physical connections on a Network Map).

Figure 1.9 Image of physical connections on a Network Map
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You can also confirm the impacted area for virtual machines, virtual switches, virtual routers, and CNA ports when you select the [Display
virtual node] checkbox (Figure 1.10 Image of virtual nodes displayed on a Network Map).



Figure 1.10 Image of virtual nodes displayed on a Network Map
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1.1.6 Automation and Integrated Management of Logs (Log Management)

| Advanced || Advanced for PRIMEFLEX |

With ISM, you can collect different types of logs (hardware logs, operating system logs, and ServerView Suite logs) for managed nodes at
the same time and collect logs automatically according to a specified schedule. You can manage different types of logs in an integrated

manner and generation management for retained logs is more efficient. You can also search by keywords in logs for assistance in
investigations when an error has occurred on a managed node.

Figure 1.11 Image of Log Management
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1.1.7 Managing a Virtual Platform (Virtualized Platform Expansion)

| Advanced for PRIMEFLEX |

ISM for PRIMEFLEX is included in the three following FUJITSU Integrated System PRIMEFLEX products.
- PRIMEFLEX HS

- PRIMEFLEX for VMware vSAN
- PRIMEFLEX for Microsoft Storage Spaces Direct

With ISM for PRIMEFLEX, it is easy to expand the resources for a cluster that has been configured in a virtual storage environment
(Software Defined Storage).

You can confirm the availability and insufficiency of resources from a screen in ISM as seen in "Figure 1.12 Image of adding a resource
with ISM for PRIMEFLEX."

This function reduces the workload of the user by automating the procedure from OS installation to cluster expansion by linking with ISM's
Profile Management when resources are insufficient.

Figure 1.12 Image of adding a resource with ISM for PRIMEFLEX
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It is easier to manage the operation of a virtual platform because the firmware of cluster nodes is updated without stopping operations as
seen in "Figure 1.13 Image of Firmware Rolling Update."”



Figure 1.13 Image of Firmware Rolling Update
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1.2 Product System and Licenses

The product system for ISM is composed of the following, and the functions that can be used vary depending on the license.

- Media packs

This is the ISM installation media. ISM is provided as a virtual appliance that has been packaged into software that serves as the
operating platform for virtual machines. You must select a media pack according to the hypervisor that operates ISM (virtual appliance).

- Server licenses

These licenses unlock the use of functions in ISM. The functions that can be used (Operation Modes) are different depending on whether
or not a server license is registered and the type of server license it is. Prepare the necessary server license for the functions (Operation
Mode) that you need.

A server license is required for ISM (each virtual appliance).
- Node licenses

A license granting permission for the maximum number of nodes that can be managed in ISM. A node license is required to monitor/
operate nodes in ISM. Prepare the appropriate node license according to the increase in the number of managed nodes.

E’ Point

© © 0000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

Hereafter, the virtual appliance in which ISM is packaged will be referred to as "ISM-VA."
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ISM product systems and Operation Modes

ISM product system Operation Mode
[ Advanced for PRIMEFLEX
Media packs - Infrastructure Manager for Red Hat Enterprise Linux KVM Media - Infrastructure  Manager  for
Pack V2 PRIMEFLEX  Media  Pack
(ESXi) V2




ISM product system

Operation Mode

| Advanced for PRIMEFLEX

- Infrastructure Manager for vSphere Media Pack V2

- Infrastructure Manager for Windows Server Hyper-V Media Pack V2

- Infrastructure
PRIMEFLEX
(Hyper-V) V2

Manager  for
Media  Pack

Server licenses

No license registration

Infrastructure Manager Advanced
Edition Server License V2

Infrastructure Manager Advanced
Edition for PRIMEFLEX Server
License V2

Node licenses
[Note 1]

Up to a maximum of 1000 nodes can
be registered without a license

Infrastructure Manager Node
License V2

Infrastructure Manager for
PRIMEFLEX Node License V2

[Note 1]: Node licenses are counted differently depending on the device that is registered. For details,

service partner.

Supported functions for each Operation Mode

Note: Y = Supported, N = Not supported

contact your local Fujitsu customer

Function

Operation Mode

| Advanced for PRIMEFLEX

Node Management

Monitoring

Firmware Management

Profile Management

Log Management

Network Management

Power Capping [Note 1]

Virtual Resource Management [Note 2]

Backup/Restore Hardware Settings [Note 3]

Packet Analysis of Virtual Network [Note
4]

ZlzZz|lzZ2|1Z2|Z2|2|1Z2|<|X]|<X

<|=<|=<|=<[=<[=<[=<]=<]|x]|=x<

<|=<|=<|z|=<|=<|=<|[=<]|=<]|=<

Virtualized Cluster Management

Platform
Expansion

Cluster Creation

function Cluster Expansion

Firmware Rolling Update

Zlz2|12|Z2

Zlz2|12|Z2

<[<]=<|=<

[Note 1]: For information on this function, refer to 2.8 Power Capping™ in "User's Guide."”

[Note 2]: For information on this function, refer to 2.9 Virtual Resource Management" in "User's Guide."

[Note 3]: For information on this function, refer to “2.10 Backup/Restore Hardware Settings" in "User's Guide."

[Note 4]: For information on this function, refer to "2.11 Packet Analysis of Virtual Network" in "User's Guide."

QJT Note

- Be sure to use the correct set of media packs and server/node licenses for the same product. You cannot use an ISM for PRIMEFLEX
server/node license if you are using an ISM media pack. The same is also true for the opposite.

- Devices that support Operation Modes and functions may vary. For details, contact your local Fujitsu customer service partner.
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Chapter 2 Required Preparations and Procedures for
Using ISM

This chapter describes the preparations and procedures for using the functions in Essential mode after installing ISM. For other functions,
refer to "User's Guide."”

The overview of the content described in this chapter is shown in "Figure 2.1 Overview of the functions that can be used in Essential
mode."

Figure 2.1 Overview of the functions that can be used in Essential mode

Log in to the ISM GUI Node Management
Start ISM-VA from the Register the managed nodes
hypervisor and log in in ISM

Installation of ISM
Import ISM to hypervisor

Management
terminal

Administrator

Hypervisor

Monitoring
Set up mail notifications for
when an error occurs

N tanagednoce )
N\

Firmware Management ]

Host 05

Management server

Firmware update with ISM

7

”

Table 2.1 Reference for the procedures and functions that can be used in Essential mode

Function Reference
Node Management 2.3 Procedures for Using Node Management
Monitoring 2.4 Procedures for Using Monitoring
Firmware Management 2.5 Procedures for Using Firmware Management

_ﬂ Point

- You must install ISM to use ISM. For the installation workflow, refer to "2.1 ISM Installation Workflow."

- The procedure in the "Table 2.1 Reference for the procedures and functions that can be used in Essential mode" describes how to use
ISM using the graphical user interface (GUI) in a web browser. For details on how to log in to the ISM GUI and screen layout, refer
to "2.2 Logging in to the ISM Graphical User Interface and Screen Layout."

2.1 ISM Installation Workflow

The installation workflow for ISM is performed as follows.

1. Prepare a management server

2. Prepare a Host OS and hypervisor
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8.

3
4
5.
6
7

. Design the ISM installation environment
. Install ISM-VA

Set up the ISM-VA environment

. Register licenses

. Register users

Allocate virtual disks

The following describes an overview of "3. Design the ISM installation environment" to "8. Allocate virtual disks."”

2.1.1 Design the ISM installation environment

To operate ISM smoothly, you must perform the following before installing ISM.

Estimating disk resources

Estimate the disk resources needed for the purpose of a disk resource. The estimate for a disk resource will be different depending on
the Operation Mode.

Table 2.2 Operation Modes and the range of estimated disk resources

Purpose of disk resources

Operation Mode

| Advanced for PRIMEFLEX |

Storage for files when logs are retrieved,
archived, and downloaded with Log
Management

Importing the DVD image used for the OS
installation for Profile Management

Importing firmware used by Firmware
Management

Importing the ServerView Suite DVD
image used by Profile Management and
Firmware Management

Backup and restoration of ISM by ISM-VA
management commands

Storage for collected logs for an
investigation when trouble occurs

Collecting maintenance data for a failure

investigation

Note: Y = Required, N = Not required

Designing a network

Design a network environment according to the network environment that ISM will connect to and your operation requirements.

Setting node names

Specify the node names of the devices to be registered and managed by ISM. The main operations on ISM are performed in node
increments. Itis recommended that you set up naming conventions for node names in advance so that it is easier to recognize the purpose

of nodes in ISM operations.
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- Designing users

Specify the users that will log in to ISM. Privileges are set for each operation in ISM and are defined as ISM user roles. Design the
associations between users and user roles according to your security requirements.

For details on installation design, refer to "'3.2 Installation Design for ISM™ in "User's Guide."

2.1.2 Install ISM-VA

The ISM software is supplied with the FUJITSU Software Infrastructure Manager Media Pack for each product.

Install ISM-VA with the procedure depending on the hypervisor on which the ISM-VA is to be installed.

ISM-VA is installed by using the importing function of the hypervisor.

As an example, this section describes the procedure for installing ISM-VA on a VMware vSphere Hypervisor (VMware ESXi 6.5 or later).
For other installation procedures, refer to 3.3 Installation of ISM-VA" in "User's Guide."

1. Start the vSphere Client (HTML 5), right-click on the [Host] of the navigator, and then select [Create/Register VM].

|i [ tocalhostlocaldomain
Host | ="
Manage 5| [Center Server L Creatd
e Create/Register VM localhost localdd
[ '“ " Version: 6.5.0 (9
5 Virtual i E‘E.I Shut down State Hamal
B3 storage. [i; Reboot Uipdime 0.05 da
Natwork
a @+ Services
B Enter maintenance mode
;‘.* Lockdawn mode
&, Permissions u are currently using ESXi i
¥+ Generate support bundle
1 [~ Hardware
Manufacturer
B
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2. On the "Select creation type" screen, select [Deploy a virtual machine from an OVF or OVA file] and then select [Next].

r
| 751 Mew wirtual machine |
{
hl 1 Sekect creation bype Select creaation type

2 Select OVF and VMDK fies How would you B bo creatn 2 Virtual Maching?

3 Select storage

4 Liconss spraermit Cireahe & ninw virlual mbching This option guides you throwgh Ba process of creatng &

5 Deployment cpions virtual maching rom an OVF and VMDK fles.

Fegishér an exsling virtusl maching

6 Adddtional setlings.
T Ready bo complite

Hack || Men {'J Finish || Cance
Bivctiuets |

3. Onthe "Select OVF and VMDK files" screen, specify an arbitrary name for the virtual machine, then set deployment for the ova file
included on the DVD, and then select [Next].

i 41 Mew virhsal machine
1 Select crealion bipe Select OVF and VMDK files
2 Select OV and VMDK es Seloct the GVF and VMIDH fles or OVA for the VM you woukd ks to deploy
3 Select slorage
T R Eriter & name e the virual msching,
5 Deploymant cptians.

.'i'.: rkual ial;h-inn Hang

G Addational sctings
Virtual machine names can contain up to 80 charachers and they must be unique within each ESX) nstancoe

= B ISMers _wmware ova
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4. On the "Select storage" screen, select the datastore to deploy to, and then select [Next].

%1 Wew wirtual maching
+ 1 Salect creation type Select storage

e S R ) WG T Selec e datasiore in which bo sore ihe confguralion and disk ffes

ETTT—

4 License agraements Tre Todawing dalislones are aocsstible from T desinalon resouros el yoo sekded Ssiect h destnaton datistne Tof e

% Deployment aptions virtual maching configuration 18es and all of the virlual dsics

& Additonal settngs ]

TR . Hame « Capacly ~ Free ~  Typa w  Thinpeo,. ~ MAocess
datastore1 7508 M5TGE WSS Supparted  Single
datasiors? WTSGE  SEEGE VMFSS Suppoted  Single

# itemns

{ Back M éb Finish || Canost
e— ———

5. On the "Deployment options" screen, select the network being used. Select "Thick" for Disk provisioning and then select [Next].

) Mew virtual machine
1 Sehect crealion fpe Deployment options
" 7 Salect OVF and VMDK files Sl digormeal ool
w3 Select storage
smrlommplm St mappings Lomilan W Neteork v
Disk prontisioning ) T (%1 Thick

Back Npcl- . Finish Cancel |
T Jj i |
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6. On the "Ready to complete" screen, confirm the settings, and then select [Finish] to complete deployment.

| 71 Mew virlual maching

+ 1 Select creation type Ready to complete

¥ 2 Select OVF and VIIDK. files Rl vour 5atlings Selechon before Tirishing the wizard
+ 3 Select storage

| = 4 Deploymant opticns

R oo oo I —
Vil Nama I15Maxn
Digks I1SMe skl vmdk
Dalashore dalasioed
Frinisioning type Thick
Herhwark mapgeangs LocalLan W Hetwork
Gupesl OF Nama Linknowm

¢ I D ol refresh your biowssd while Mis VI i being deployed
e

2.1.3 Set up the ISM-VA environment

Start ISM-VA with the following procedure.

1. InvSphere Client (HTML 5), right-click on the installed ISM-VA, and then select [Power on].

ViImware Esxi

E -: L PR
i =5 i Fomi itess B
B Guestos

i3 Snapshots
g Conzole

iy Aancstant
[ Undiade VM Compatbiity
i§ Expod
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2. Right-click on the installed ISM-VA, and then select [Open browser console] or other console.

Manage h Crnate | Regisier VW R
Mondo (]| Virhusl masching - G v Uped gpace | Guest OF
m ], & 15Mres i - 373GE Comi0s 475 of latal

H Storage .
3 Motworking i Powar
B Guwst 05
{3 Srapshols
& Comole [T Open biowsst coniok
okt ' Opee constla in i window

Ay
K Oipee ool in new tab

m Launch remoks corsos

P Dovwnioad VAL
% E¥l isiings

ﬂ'. Panmissions

ﬂ Point

The following message may be displayed when starting up ISM-VA, but the ISM-V A settings are optimized to operate on VMware ESXi
5.5/6.0/6.5/6.7, so this is not a problem.

The configured guest OS (CentOS 4/5 or later (64-bit)) for this virtual nachine does not natch the
guest that is currently running (CentOS 7 (64-bit)). You should specify the correct guest OGS to allow
for guest-specific optimzations.

After you start up ISM-VA, perform the initial setup for ISM-VA. You can set up ISM-VA by using the console basic setting menu or by
using a command. This section describes how to set up ISM-VA by using the basic setting menu. To perform basic settings using a
command, refer to "3.4.2.2 Initial setup using the ismadm command" in "User's Guide."

1. Use the administrator account and the default password to log in to the console.
- Administrator account: administrator
- Default password: admin

2. Execute the following command to start the basic setting menu.

# i smsetup
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The screen below is displayed.

ocale Language and keyboard zett ings

3. Execute the ISM-VA settings.
On the basic setting menu, the following items can be set.
- Locale

Network

NTP server

Log level

Web GUI port number

You must set "Network" according to the network environment that ISM will connect to. Set the IP address for ISM-VA in
"Network."

ISM will still operate correctly with the default settings for the other items, however you should set up ISM-VA according to your
operation requirements. For details on the basic settings menu, refer to "4.2 ISM-VA Basic Settings Menu" in "User's Guide."

2.1.4 Register licenses

You must register the appropriate license for Advanced mode or Advanced for PRIMEFLEX mode when you install ISM. You do not need
to register a license for Essential mode.

For the appropriate media and license for an Operation Mode, refer to "1.2 Product System and Licenses."
You can register a license from the console or from the GUI in a web browser. This section describes how to register a license from the GUI.
To register a license from the console, refer to "4.8 License Settings" in "User's Guide."
1. Start the ISM GUI in a web browser.
URL: https://<ISM-VA IP address>:25566
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From the GUI, log in as an administrator.
Password (default): admin
The "Fujitsu End User Software License Agreement" screen is displayed.
Check the content, and then check [Above contents are correct.].
Select the [Agree] button.
Use the following procedure to register the license key.
a. Specify the license key in the entry field.
b. Select the [Apply] button.
C. Select the [Add] button to add entry fields if adding other license keys.
d. Repeat Step ato ¢ and register all licenses, then select the [Close] button.

Select the [Restart ISM-VA] button and restart ISM-VA.

2.1.5 Register users

Register the users that you designed in "2.1.1 Design the ISM installation environment." Use the following procedure to register users.

1.
2.
3.

Start the ISM GUI in a web browser.
From the GUI, log in as an administrator.

From the Global Navigation Menu on the ISM GUI, select [Settings] - [Users].
For details on the screen layout of the GUI, refer to "2.2 Logging in to the ISM Graphical User Interface and Screen Layout."”

From the menu on the left side of the screen, select [Users].

From the [Actions] button, select [Add].
The "Add User" screen is displayed.

Enter the user information, and select the [Apply] button.

Repeat Step 5 and 6 for each user to be registered.

2.1.6 Allocate virtual disks

Allocate the virtual disks to ISM-VA (virtual machines) via the hypervisor. Create the virtual disks so that they are within the capacity of
the disk resources that was estimated in "2.1.1 Design the ISM installation environment."

Allocate virtual disks to be used for ISM-VA disk resources (system space) and disk resources for each user (user space). For details on
system space and user space, refer to "3.2.1 Disk Resource Estimation™ in "User's Guide."

To allocate virtual disks for system space and user space, refer to the following in "User's Guide."

- System space: "3.7.1 Allocation of Virtual Disks to Entire ISM-VA"

- User space: "3.7.2 Allocation of Virtual Disks to User Groups"

2.2 Logging in to the ISM Graphical User Interface and Screen

Layout

ISM provides a graphical user interface (GUI) that can be used in a web browser.

E) Point

© © 0000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

In addition to a GUI, other user interfaces are provided such as FTP, SSH, and REST API. For information on user interfaces, refer to "2.1
User Interface" in "User's Guide."

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS
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Login, screen layout, and item names are as follows.

Logging in to ISM
Log in to the ISM GUI after starting ISM-VA from the hypervisor.

FUJITSU Software
Infrastructure Manager

JLINTIEL

Iltem Content
URL https://[<ISM-VA IP address>:25566
User Name administrator (default)
Password admin (default)

_E] Point

The actions of ISM users are restricted according to privileges called "user roles.” The user with the default values above is a special user

(an ISM administrator) that belongs to the Administrator group and has the Administrator role which allows the user to manage ISM in its
entirety.

For details, refer to "2.13.1 User Management" in "User's Guide."

Screen layout and item names

(b) (c)

administrator

FUNTS Solvware Ifrasimitere Mans
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(a) Alarm status, status, task icon
Displays the number of nodes with an "Error" status and the number of currently running tasks.
(b) Help
Displays help and guidance.
(c) User name
You can view the user name that is logged in.
In order to log out from ISM, move the mouse pointer over the user name and select [Log out].
Select [Language] to change the settings for the displayed Language, Date Format, and Time Zone on the GUI.
(d) Global Navigation Menu
This menu is for accessing different screens in ISM.
(e) Refresh button

Selecting this button refreshes the entire screen.

2.3 Procedures for Using Node Management

Node Management is a function for registering and managing nodes in ISM.

2.3.1 Register nodes

To manage nodes in ISM, nodes must first be registered with ISM.
There are two ways to register nodes:
- Use discovery to register a node on a network
Specify an IP address range and discover nodes that can be registered. You can register discovered nodes in any order.
- Register a node directly
You can register a node by specifying a single IP address.

For details, refer to "Chapter 3 Register/Set/Delete a Managed Node" in "Operating Procedures."

The following shows how to register a node directly. As an example, this section describes the procedure for registering a server.

1. From the Global Navigation Menu, select [Structuring] - [Node Registration].

FURITSL Software infastruchwe Manager

Structuring

MNode Registration

Firmware

Jobs
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2. From the [Actions] button on the "Node Registration" screen, select [Manually register nodes].

FLRSL) Soltware il iuct s Nanager

Mty i b i

e — — D00 more nodes. Actions v

[A——— Discover nodes

Manually register nodes

3. Follow the "Node Manual Registration" wizard and enter the setting items to register the server.
For a description on the setting items, select [ %] in the upper-right side of the wizard, and refer to the help screen.
4. From the Global Navigation Menu, select [Management] - [Nodes] to confirm that the server is registered.

After the server is registered, the server is displayed on the "Node List" screen.

E] Point

© 00 0000000000000 0000000000000000000000000000000O0COC0C0COCOCOCOCOCOCOCCOCO00C0000C0000000000000000000000000000

It may take time to display the node list depending on the number of nodes registered in ISM.

This finishes the server registration.
If an OS is installed on the target server, execute the following procedure to set the OS information in ISM.

If an OS is not installed on the target server, use the following procedure to set the OS information in ISM after you have installed
an OS.

5. From the Global Navigation Menu, select [Management] - [Nodes], and select the target server from the “Node List" screen.

6. On the Details of Node screen, select the [OS] tab.

TUITSL Sodtwaie Wbt tuse Nanager ) v [r—— ke

—
| [ e

g,

:L h Component 05 Firmware Monitoring 5D5 e
Status Alarm Status Power Status Event C ! Aud
) Norma A Info On 105
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7. From the [OS Actions] button on the upper-right side of the screen, select [Edit OS Information].

TUITAL Sl e vk s e Ranager

s e Famm 2

et s

05 Actions

8. On the "Edit OS Information" screen, set the OS information.

For a description on the setting items, select [ @] on the upper-right side of the screen, and refer to the help screen.

9. After entering the OS information, select the [Apply] button.

This finishes OS information editing. After the OS information is edited, the OS information for the server can be retrieved.

2.3.2 Manage Nodes

Edit O5 Information

Delete O5 Information

Information such as node names and IP addresses that have been set for nodes, model names for nodes, and serial numbers are displayed

in a node list. By using this function, you can manage different kinds of devices in an integrated way.

You can also refer to detailed node information for each node from the node list.

The following shows how to refer to detailed node information.

1. From the Global Navigation Menu, select [Management] - [Nodes].

FURTY Soltmare Inhasinstess Banage

Management

Modes

MNode Groups

Shinngs Tt

T
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2. On the "Node List" screen, select the node name.

FUITSL wtraii e bl adint wie Rl pued

o E end’

3. On the Details of Node screen, select the tab that has the information you want to confirm.

_E] Point

© 00 0000000000000 0000000000000000000000000000000O0COC0C0COCOCOCOCOCOCOCCOCO00C0000C0000000000000000000000000000

On the Details of Node screen, information is separated into tabs.

The tabs displayed differ depending on the type of device.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

The following shows a screen sample when the target node is a server.

- To confirm information for the CPU and memory installed on the server

Select the [Component] tab.

Ll i o s A Dt Lk ke

- To confirm information for the OS that is installed on the server

Select the [OS] tab.

FUBTSL Sofraaie bl wie Bl
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E) Point
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For other operations involving node management, refer to the following chapters in "Operating Procedures."
- "Chapter 3 Register/Set/Delete a Managed Node"

- "Chapter 6 Other Functions to Manage/Operate Nodes"

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

2.4 Procedures for Using Monitoring

Monitoring is a function that can be used for the following purposes.

- Receiving event notifications (SNMP traps) from nodes as well as monitoring changes in statuses

- Periodically recording CPU/memory availability and sensor values such as CPU temperature/intake temperature as well as making
comparisons with specified threshold values

- Issuing external alarm notifications for event notifications and monitoring results

The following items are set as the default monitoring items when a node is registered.

Table 2.3 Default monitoring items for when a node is registered

Default monitoring items Description
Overall status The overall status value of the managed node is monitored.
Power consumption The power consumption of the managed device as well as each individual component are
monitored.
Temperature information The temperature inside chassis, air inlets, and other locations are monitored.
Statuses of the various LEDs Power LEDs, CSS LEDs, Identify LEDs, and Error LEDs are monitored.
This is only applicable for PRIMERGY.

& Note

The details for items that can actually be managed differ depending on the type of device.

2.4.1 Monitor the Changes in Node Statuses

You can receive event notifications (SNMP traps) from nodes. You can also monitor the changes in node statuses.

The following shows how to confirm the change in status for a node.

This procedure describes how to confirm the status of a node when a severe error has occurred in a node.
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1. Onthe ISM GUI, confirm whether an error has occurred.

FUJITSU Software Infrastrocture Manager f o: e Taik (F) vieip sdmiririruior v FUNTSL
Sawiug ) Al s T

E 3 ] I &

4 A W [ -

1 @ Uni 22

20w 0

2 &

Al Noges { 11 Al Modes [ 31)

An icon that indicates that an error has occurred is displayed on the upper-middle part of the screen.

Icon Description

‘ An Error level alarm status.

- Thisicon indicates that a node has notified ISM that a severe error (CRITICAL level SNMP trap) has occurred
on the node.

0 An Error level status.

This icon indicates that the status of a managed node is an Error level status.

The number to the right of these icons indicate the number of nodes in which an error has occurred. These icons are not displayed
when an Error level or Warning level error has not occurred.

2. Select the icon that you want to confirm the errors for.
A list of nodes in which an error has occurred is displayed.
3. From the list of nodes that have errors, select the node name that you want to confirm the error status for.

The following is an example of a node list in which an Error level alarm status has occurred.

FUNITSU Software Infrastructure Manager 4 0@ asks 1 (F) Help v sdministoater FujiTsus
Management ~
Mode List
Q ! & O4A80D80 Xun Column Display :  Basic Info *| Y Actions ~
Node Hame IP Address Model Hame Serial Number Description
W .. a i RX_Server_{H
A O B wmosene . MNode Mame
A O m
H RX_Server 04
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4. On the Details of Node screen, select the "Error" alarm status on the [Properties] tab to confirm related events when an error has
occurred.

FUNITSL Software Infrastructure Manager Az @z

@ v v

adminntiatos W FujiTsy

Firmware

BN oo o

E Status Alarm Status  Power S8atus  Event il g Huadn Leg AP Trs HAlsrm Sattinge
® homa Bk M on 1 4 0 0
Baiic Infe
s Alarm Status Power S
Hode Mamas RE_Sevver 04 i FRIMERGY RXHI0 58
- %
nrmal A Eeror 'f’,_,) {
Vendor Mama FUNTSW FLWNSD01 004

5. Onthe "Correlated Event" screen, confirm related events by selecting the tabs ([Operation Log] tab, [Audit Log] tab, or the [SNMP

Traps] tab).

You can investigate the cause of the Error level alarm status.

Correlated Event (RX_Server 04)
Confirm comelated events{incuding the events of the subordinate nodes) and if there is no problem, clear alarm.
Cperation Log Audit Leg SHMP Traps
aQ 11711 [Detply bt kst 7000 entries 10008
Severity Tima Type Meriage 1D Hode Hame Oparator Dpcription
B o An alarm status was changed to
1} Info el e = Ermoe. OSMEvent SO030108)
0 Erre 27 Febeusry 2079 14:38 ™ e 50030108
1) Info 27 February 20 1436 i”?t‘;;" adrmarwsirator -;::;.:-;---.-.-_’31._:1- =
i} info 2T February 2019 143532 admirEstra tue] waas
i - 0% 1435 ke pd A
i o 2 wary 2019 143 el b -
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6. Clear the alarm when the error is resolved.

Select the [Clear Alarm] button.

Correlated Event (RX _Server 04) @

Confirm comelated svents]incuding the events of the subordinate nodes) and if there is no problem . cear alarm.

Operation Log Auditlog  SHMP Traps

a 11711 [Detply bt kst 7000 entries 10008

Savirity Tiras Type Mesisge 1D Mode Name Dparatar

L] L [ Wy 2 &35 S

O e 27 Febeusy 2019 14 mevent  SO030102

D ko 27 February 2019 14 =t 7 sam st e i

he monstoring setting
i) inio 2T Febnsary 2019 143532 i adm 1 ystemboard 1 Temperatire) was
deleted
_— At NS R ,_e:' v
i 27 Februpry 20 i ik DO000S aeiers ¥ B an ST B wer
£ Badcesd
D e e
[——
Clear Alarm Close

2.4.2 Monitor CPU/Memory Availability and Temperature

You can periodically record CPU/memory availability and sensor values such as CPU temperature/intake temperature as well as make
comparisons with specified threshold values.

As an example, this section describes how to confirm the CPU/memory availability and temperature of a server.

1. From the Global Navigation Menu, select [Management] - [Nodes].

FURTY Soltmare Inhasinstess Banage T v - i

Management

Modes

MNode Groups
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2. On the "Node List" screen, select the node name.

FUNITSU Softwaie Infrastivctune Managir B2 @1 || Task (%) vep ~ edriniatates FUlITSy
Structuring Management ~
Mode List
Q, L | 08908 nrn Column Display : Basicinfo * Y | Actions
MHode Name IP Address Model Hame Lerial Mumber Description
m H PRIMERGY FOLES30 M2 MAESDOT00T
a ﬂ PRIMERGY FO2540 M4 B ARDO0 1 002
A O N PRIMERGY F3200 58 ¥LNS001003
& o
® R 0 ﬁ RX Server 07 05
Q = g
© = o ﬁ RX Server_08 i
A 0 H 129
'ﬁ' ] II Y. ¥ Chaccic 01
o & H P
& m ¥_Chassis {11 - PRIVERGY CX400 14 OnCCCDo
3. On the Details of Node screen, select the [Monitoring] tab.
The items to be monitored for the node are displayed.
FUNITSU Software Infrastructure Manager | || Gz @1 || Tas (7 vetp sdministrator FUfiTsy

Mansgoment -

+ ¥ RX_Server_08 Node Information Retrieved: 27/02/3015% 1535 | Actions »

Fraperties Compenent o5 Firmware Manitering

Manitaring Interval 5] 180
Latest Value Thresheld Yalue (WValwe £ Event Severity)
Hame Manitoring Threshald
Walue Timestamp Lower Critical  Lower Warning  Upper Warning  Upper Critical
! 245 [Deg
Ambeent 28 February "
v o 50 ree JSTEUOAN. Enable Enable 1/ Emor 5/ Waming 30/ Waming 40/ Ewor _Graph
Cetsius] Frm—
Node 28 February
@ FoweConsu 54 pwamg 5T Enakile Enatile “f = T/ Wasming 85/ Ewor | Gmph
mpiion 2019 105451 ekt
Power LED m 28 February E Pl i i P
FrE On 3019 10e54.51 Enable Disahle J J /

Selecting the [Graph] button displays the information recorded for each monitoring interval in a graph. In the graph, the threshold
values are also displayed so you can identify the date and time a threshold was exceeded.

Example: To confirm the ambient temperature in a graph
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a. Select the [Graph] button in the row for the item to display in the graph (here, the ambient temperature: "Ambient
Temperature").

FUJITSU Software Infrastiuctuie Manager hi| D: @ k Z) Halp administrrter FUfiTsY

Structuring Management -

Wode Information Retrieved: 270272019 15:3% | Aotions =

1 ¥ RX_Server 08

Praparties Component o5 Firmware m

Monitaring Interval [s] 180
Latest Value Threshold Value (Value / Event Severity)
MName Maonitoring Thresheld
Walue Timestamp Lewer Critical Lower Warning Upper Waming Upper Critical
Ambient e ;
v rmmw I Efror 57 Waming 307 Warning 41]{- 27._.“
Mode i 2
G PowerConsu 54 [y ﬂmbl&nt -f £ dragh
mption Temperature or | Graph

b. On the "Monitoring Item Graph" screen, check the graph to identify the date and time the threshold value was exceeded.

Monitoring Item Graph @ X

Compare with other periods Compare with other item

Crthver peeriods graph can be displayed Add display period

2.4.3 Notify Monitoring Statuses

You can issue external alarm notifications for event notifications and monitoring results.
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This section describes the setup procedure for alarm actions that provide mail notification when an error has occurred for "Table 2.3 Default
monitoring items for when a node is registered."

The workflow for the setup procedure is as follows.
1. Set up the mail server (SMTP server) so that ISM can send mail.
Refer to "2.4.3.1 Set up a mail server (SMTP server)."
2. Set up the method (action) in which notifications are made externally from ISM
In this procedure, set up a specified mail address so that mail notification with a specific subject can be sent.
Refer to "2.4.3.2 Set mail notification as the alarm notification method (Action).”
3. Set up the notification method (action) configured above and the notification targets.

Refer to "2.4.3.3 Set alarm notification methods and notification targets (Alarm Settings)."

2.4.3.1 Set up a mail server (SMTP server)

You must set up a mail server (SMTP server) if mail notifications are going to be received for errors and changes in the statuses of managed
nodes.

1. From the Global Navigation Menu, select [Events] - [Alarms].

FUNITSU Software Infrastructure Manager hi||D:@ i (F) malp = sdministrstor - Fujimsu
Structuring = Mansgement ~ ILwents
Everis e =
Alarmg
Status ¥ Al Events
: 0
4 dw Events
1 i@ Ui
1@
2@ Alarms
All Modes | 31) AN Modes [ 31

PR Soltware infiabnebus anage: Fi v oy i

o a ACTiONs Alarm H = =
a g P acrara Hrstad | Demsbisd
rI— SHMP Manager Mo Alarr
W e
SMTP Server

Shared Alarm Settings
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3. From the [Actions] button on the "SMTP Server Settings" screen, select [Edit].

LTS ol twaie infianos e Manages

ra— Actions ~

—— Edit

4. Enter the setting items on the "SMTP Server Settings" screen, and then select the [Apply] button.

For a description on the setting items, select [ ] on the upper-right side of the screen, and refer to the help screen.

2.4.3.2 Set mail notification as the alarm notification method (Action)

Set up the method (action) in which notifications are made externally from ISM when an error has occurred for monitoring items. As an
example, this section describes how to set up an action that sends mail.

E] Point
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For details on other types of notification methods (actions), refer to "2.3.3 Action Settings" in "User's Guide."
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1. From the Global Navigation Menu, select [Events] - [Alarms].

FUJITSU Software Infrastructure Manager h:| | D@ ! (F) Halp ~ sdministrator —

Fufimsu

Structuring  ~ Management ~ Evenits

Evesiis

Alarms
Statui

Events

: 0

4 mw Events
1 i@ Ui

19

2@ Alarms

All Modes | 31) Al MNodes [ 31

2. From the menu on the left side of the screen, select [Actions].

FUIITSA Solbwaaie Inlrathiitine Manage

Alsers Seitings Adiion Lis Alamms
Q
dertiorm -
e raeps— Actions Actia Kren Typr
TP
AP e SMMP Manager Mo A
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3. From the [Actions] button on the "Action List" screen, select [Add].

FUIITS Saltware Inhanbos tune Sanage

4. Set [Action Name] on the "Add Action" screen, and then select "Send E-Mail" in [Action Type].

In this example, [Action Name] is set as "Mail Report."

;
i

Execute Remote Script

Send E-Mail
Send/Forward Trap
Forward Syslog

5. After entering Recipient Address, Mail Subject, etc. on the "Add Action" screen, select the [Apply] button.
For a description on the setting items, select [ @#] on the upper-right side of the screen, and refer to the help screen.
As an example, the following content is set for mail notifications when an error has occurred for a default monitoring item.
- Mail Subject: "Monitoring Error Report"

- Mail Body: "Node status was changed to error"
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In "Recipient Address," enter the mail address of the administrator that will receive the mail notification.

Bction Mame * Mladl Report
Action T
Eddit Action pe
[ ———
Pty - et Recipient Addreid -
decvan Typa
Sender Address =T}
St B i
Eyraes dddem Mail Subject A g E
[rer—
il Body * i 38 -
WL Bty
[—
Enéryption Errypl &-mmail Defore serdsng
G G ™ T

EJ Point
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You can confirm whether the set action is executed correctly.

Select the [Display the Action test screen after clicking Apply button.] check box on the bottom part of the "Add Action™ screen. Since
the screen will be displayed after the action is applied, perform the test.

Action test @

Tdn ek oslemmisie Tk
| it Wl LT e b o Wb LS Sl b il e D e et il b a

B At
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After action is added, the set action is displayed on the "Action List" screen.
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Here, you can confirm the "Action Name" and "Action Type" set in Step 4.

TUITSL Sl bwvane Irdhianbo bere Managed

YJ Action Name Yl

Action Type

hdl=:

Vail Report

Send E-Mail

2.4.3.3 Set alarm notification methods and notification targets (Alarm Settings)
You can define created alarm notification methods (actions) and notification targets (type and event), and set alarms.

As an example, this section describes "Error Event" as the definition of an alarm and is configured to the following settings.

Item Description
Notification target The error or event in ISM (the error that has occurred in a default monitoring item)
Notification method The action created in "2.4.3.2 Set mail notification as the alarm notification method (Action)" (Action
Name: "Mail Report™)
1. From the Global Navigation Menu, select [Events] - [Alarms].

FUNITSU Software Infrastructure Manager

Structuring  ~

! () Halp ~  sdminisewier
Management ~ IEwents

Fufimsu

Evewits

Statui

Events

Events

Alarms

Al Modes [ 31

-35-



2. From the menu on the left side of the screen, select [Alarms].

FUNTS Salftware Infrasknituse Masager L R r—— i

Ewgsn i Tasgan Trapa Amisay Enstind / Duabiia
Alarm Settings Alarm Lis
Alarms
Q
] Alarm Ma

3. From the [Actions] button on the "Alarm List" screen, select [Add].

LRUTTLRSTR S T T iEue Alanage

diarmn Harar Target Tasgrt Bervrsis Eaeed et

R E ther Actions

Add

4. Enter the alarm name (1. Alarm Name" in the "Add Alarm" wizard).

In this example, the alarm name is set as "Error Event."

I -

Enter Alarm Name.

Alarm Name © Error Event
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5. Set the target for alarm notification (2. Target" in the "Add Alarm" wizard).

In this example, the target for alarm notification is set to "System."
Errors and events in ISM are the target.

Add Alarm

6. Select the checkbox for an event from the event list ("3. Event" in the "Add Alarm" wizard).

In this example, the row in which "Severity" is "Error" and "Event Type" is "All-Error-Events" is selected.

A Alares

— - X

[EuE——

[ E———
- p—
ooty Event 1D Evert Type Description
I3 Eror - A-Errpe-Eueniy This = apphcable S0 all events with & seventy of Ermor

. Warneng - N e Tha i aoplhcable 5o all ewends weih o peverty of Wam

g
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7. Select the action name from the defined action list ("4. Actions" in the "Add Alarm" wizard).
In this example, the action name (*Mail Report™) created in "2.4.3.2 Set mail notification as the alarm notification method (Action)"

is selected.
Al Alsrm vl
e o o ) .— T
o,
it M Aitu Trid
w ek Rmgort e [l et

Select the action(s).
Q, 171
Action Name

~  Mail Report

8. Confirm the content, and then select the [Apply] button (5. Confirmation" in the "Add Alarm" wizard).

Aubid Alarem T
e - - - X—
—
A it Dyps
[T Wi 6 Heri Typn g
(=]
—
At Mg s Tpps
| .
L L)

After alarm addition is finished, the set alarm will be displayed on the "Alarm List" screen.

FUJITSU Software infrasinictune Mansges

e - Foar Ao
A A Marg Feam Tergm byamis Targn Trass. Arans Enstins J Dimsiind

SAF Ltamay e 8 [ s ]

s N

Alsrm Name Target Target Events Target Traps Actions

This finishes the alarm settings.
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2.5 Procedures for Using Firmware Management

Firmware Management is a function that operates firmware updates for multiple managed nodes together and manages versions of the
firmware in an integrated manner.

By using Firmware Management, you can reduce the amount of maintenance work for managed nodes.

When updating firmware, you must import the firmware data into ISM in advance. The workflow for firmware updates is as follows.
1. Download the firmware data from the FUJITSU website ((1) in the figure below).
2. Forward the firmware data that was downloaded to the repository on ISM-VA ((2) in the figure below).

3. ISM will use the firmware data that was put into the repository to update the firmware of the target node ((3) in the figure below).

Figure 2.2 Image of Firmware Management

I Fujitsu Web Site

Firmware data

(1) Downloading —
firmware data J

(2) Import operation for
Q firmware data

Management server

Repository

[ Finnware data

-
ﬁ.-'.
L]
L
-—
-

Management
terminal

(3) Starting operation for
firmware update

- Flow of firmware data
=== Operation on ISM

Managed node

This section describes the procedure from firmware data preparation to the execution of the firmware update for the PRIMERGY BIOS/
iRMC.

The workflow for the procedure is as follows.
1. Prepare the firmware data for the firmware update.
Refer to "2.5.1 Prepare Firmware Data for a Firmware Update."”
2. Import the firmware data into ISM for the firmware update.
Refer to "2.5.2 Import Firmware Data into ISM."
3. Update the firmware.
Refer to "2.5.3 Update Firmware."

2.5.1 Prepare Firmware Data for a Firmware Update

Obtain the latest firmware data to apply to a managed node.

There are two ways to store the firmware data that is applied to managed nodes in the repository.

- Import a firmware data 1ISO image file from the provided DVD into the repository
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- Import the firmware data for each node from the FUJITSU website into the repository
The firmware data for the PRIMERGY BIOS/iRMC can be found in the locations listed in the chart below.

Prepare the DVD and the firmware data listed in the chart below. If the data is in DVD format, prepare the appropriate 1SO image files.

Table 2.4 Firmware data to be prepared (When updating PRIMERGY)

Target firmware Firmware Firmware data to be used/Location from which to obtain
Type (sort)
iRMC of PRIMERGY iRMC ServerView Suite Update DVD (11.15.09 version or later) [Note 1]

Or the firmware data that can be downloaded from the following website
http://support.ts.fujitsu.com/ [Note 2]
http://support.ts.fujitsu.com/globalflash/ManagementController/

BIOS of PRIMERGY BIOS ServerView Suite Update DVD (11.15.09 version or later) [Note 1]

Or the firmware data that can be downloaded from the following website

http://support.ts.fujitsu.com/ [Note 2]

http://support.ts.fujitsu.com/globalflash/SystemBoard/

[Note 1]: To obtain the ServerView Suite Update DVD image, contact your local Fujitsu customer service partner.

[Note 2]: Download Flash File.

E’ Point
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The firmware data to be used depends on the firmware update target.

For details on firmware data preparation for firmware other than the firmware in the "Table 2.4 Firmware data to be prepared (When
updating PRIMERGY)," refer to "2.13.2.1 Storing and deleting firmware data" in "User's Guide."
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2.5.2 Import Firmware Data into ISM

This section describes the procedure to import firmware data that was prepared in "2.5.1 Prepare Firmware Data for a Firmware Update."
This is the procedure for importing firmware data from the DVD.

1. From the Global Navigation Menu, select [Structuring] - [Firmware].

FUNITSW Software Infrastructure Manages A o e . @ Help ~ wirinigtrator FUjiTSL

[Crashboard Structuring ~ Management «

Meods

Fufirrarane

S Structuring

bobs

Mode Registration

Firmware

Jobs

Al Mades | 3 All hodies [ 31
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http://support.ts.fujitsu.com/
http://support.ts.fujitsu.com/globalflash/ManagementController/
http://support.ts.fujitsu.com/
http://support.ts.fujitsu.com/globalflash/SystemBoard/

2. From the menu on the left side of the screen, select [Import].

FUNTSU Software Infrastructure Manager Az | D1 @ (T) netp ~ adminlstrator ~ FuiTSU
Dashboard Structuring Management ~ Events v Settings = Refresh
Firmware Import
Update
Firmware Data ServerView Suite
Impor
Update Metions
Serpt
File Type Slze Date & Time of Registration
Import ) o - i
Update CVD 5207 MB 28 February 2019 13:26
Scrint

3. From the [Actions] button on the [Import Data List] tab, select [Import DVD].

FUJITSU Software Infrastructure Manager a:l|o @ | (T Hele ~ sdeinistrntar FuiTsy
Structuring  ~

Firmwiare Impart
Update

Firmware Data ServerView Sulte
Import

Q 11
Scripd

Impart Status Import Data Aﬂh"ﬂ "

M
ﬂl Import DVD

Import Firmware

01

4. Enter the items to select the firmware data on the "Import DVD Image (1SO)" screen, and then select the [Apply] button.
For a description on the setting items, select [ i#] on the upper-right side of the screen, and refer to the help screen.

The firmware data is imported from the DVD.

_E] Point
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DVD import may take some time to complete. After starting the import, the operations are registered as ISM tasks. Confirm the
current status of the task on the "Tasks" screen.

When you select [Tasks] from the top of the Global Navigation Menu, a list of tasks is displayed.
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2.5.3 Update Firmware

This section describes the procedure for updating the PRIMERGY BIOS/iRMC using the firmware data that was imported in "2.5.2 Import
Firmware Data into ISM."
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g._r] Note

Do not perform operations that interrupt nodes that are updating (such as turning the power off).

1. From the Global Navigation Menu, select [Structuring] - [Firmware].

Status

Drashboard Structuring ~

SRTINI

FUNITSW! Software Infrastructure Manager

Management ~

A 09 Task {7 Help ~ siinigiratr Fufimsy

Structuring ~
Mode Registration

Firmware

lobs

2. Set the node to be updated to Maintenance Mode.

a. On the "Node List" screen, select the node name.

b. On the "Node Information" screen, select the [Switch Maintenance Mode] button.

Status

Power Status

PXE Boot Port

Hode Information

Retrigved

Basic Info

Node Mame

Vendor Hame

Last Updated

Web iff URL

Description

MNeode Information

e it ll el Tat

D Retresh (T

Maintenance Mode

Power On

| I kt Node Information
Switch Maintenance Mode

Power On
MERGY RX2530 M2
FLUITS Serial Humber REAEEODN00
2T IP Address
Close
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3. Onthe "Node List" screen, confirm the "Current Version" and the "Latest Version" for the node to be updated.

"Updatable" is displayed in [Status] for nodes that can be updated (there is a difference between "Current Version" and "Latest
Version," the firmware data for "Latest Version" has been imported to ISM).

FUJITSU Software infrastructure Manager A [= N 7 ] i () e A FUliTSY
Structaring  ~ Management bvents  ~

Firmware Mode List
Lipdate
i aQ Updatable ™ &6 /BB Filber Actions ~
il SEatur Mode Mame PP Address Model Mame Type Fireware Hama Current Versban || Lstest Versban ||
Seript X

v W Current Version (| Latest Verslon (i e

W .E:::’ D09F&3Y2

E R1.12.0 R1.20.0
S.08F&3.12 S.05F&3.12

4. Select the checkbox for the node to be updated, and then from the [Actions] button, select [Update Firmware].

You can select multiple nodes.

FUJITSU Software Infrastiucture Manager A (xR 7] Tash () Halp sdmisistrator FUiTSU
Struciuring -~ w e = Refresh
Firrmware Mode List
Update
i Q, Al * ag Filter Actiond v
Import Updabe Firmmaare
Status Nede Mame 1P Address| L
Filter ~ Actions v g
3 ARt I N i ]
i D BT e ' N ™ G
. Update Firmware
ey R 7T - a et

Export in C5V Format
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5. Follow the "Update Firmware" wizard and execute the operations according to the instructions on the screen.

You can schedule a firmware update in "3. Update Settings" in the "Update Firmware" wizard.

Update Firmware &£
1. 3alact Flirmwarg 2, Dastumient 1. Update Sattings d.Seript Seteingd §.Confirmation
Salact sehedula snd sptions of the updsting femeare
il Select schedule and options of the updating firmware.

iute iTrevre ot tha spacilied time Scheduling

@' Update firmware immediately

Update firmware at the specified time

11 Nete that Masitsring s intermapted wiile s Maintenance
e, status, performamie, snd threshold mardioding )

- If specifying a date and time for firmware updates
Select [Update firmware at the specified time], and specify the date and time for execution.
Check the operation status on the "Jobs" screen since it is registered as an ISM job.

The job ID is displayed in the "List of Jobs" field in the result confirmation dialog box displayed after execution. The job list is
displayed when you select [Structuring] - [Jobs] from the Global Navigation Menu. Identify the job based on its job ID.

- If you selected [Update firmware immediately] and the firmware was updated

After starting the update, since the task is registered as a "Task" in ISM, confirm its current status on the "Tasks" screen. After
executing the update, the "Task Details" field in the dialog box for confirmation of the result displays the task ID.

The following tasks types are registered under Firmware Update tasks.
- Online Update: Updating firmware
- Offline Update: Updating firmware (Offline mode)

When you select [Tasks] from the top of the Global Navigation Menu, a list of tasks is displayed. Identify the appropriate task
by its task ID and task type.

6. After confirming that the task is complete, turn off Maintenance Mode for the target node.

This finishes the server firmware update.
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IChapter 3 Maintaining ISM

This chapter describes how to handle common problems in ISM, backup the ISM environment in case of trouble during operation, and the
countermeasures for errors that may occur with ISM functions.

_E] Point
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- A console (a command-line interface for operating ISM-VA) is used for ISM maintenance operations. For details, refer to "User's
Guide.”

- Only ISM administrators can perform maintenance operations.
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3.1 Updating ISM

If you need patches, upgrades, or MIB files for ISM, contact your local Fujitsu customer service partner.

3.1.1 Apply Patches to ISM-VA

This section describes the procedure to transfer a patch file (ISM240X_S20190129-01.tar.gz) to "/Administrator/ftp" for ISM-VA and to
apply the patch.

You can upload a patch file to ISM-VA from a management terminal using the ISM GUI. After uploading the file, you can then apply the
patch by using the console.

L._r] Note

Back up ISM-VA before applying patches.
To back up ISM-VA, refer to 3.2 Backing up ISM-VA."

1. From the Global Navigation Menu, select [Settings] - [General].

FLITSY Softwane Inkrastrocture Manasger

4

MNormal
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2. From the menu on the left side of the screen, select [Upload].

I et e By v Bt B

R sty e b feam e

Baat [

CA Certificate

T Maintenance Data

Upload

3. From [Root Directory], select "Administrator/ftp."

o < Select a root directory to display the files or directories.

Root Directory

4. From the [Actions] button, select [Upload File].

TUNTW Sedbware bnfvadiu bere Wanagery
PURTRTp— E - [ m———
2 ot ot -
Tree Pk R gty bt [ it e
B D
- =
Actions v
~ -
- .
s Upload File
e .
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5. From [File Type] on the "Upload File" screen, select "ISM patch / upgrade file."

¥
Rt Fia bvtereat e s wpheas ]
[T

i Tpe

File Type °

=== Sobect File Type. ---
Upload Target Path * r

e cate for alarm t M
MIE file:
Fila * Cartificate . h othie WA
S backup file
& ChEETEr MANIJEMEnT
ertificate for

CluSter management
156l patch J ade file

Song ed after Fallation hor

Ll

6. Select the file to upload. Drag and drop the file to upload to the GUI of ISM.

Wipaad File v
Triwrs | Py ety s e b rbrd L
s

. -

Upload Target Path *

File *
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7. Select the [Apply] button.

Uplasd Tt

I5M patch / upgrade file

Brirre Sy mbp—pe e vm cpimad

P T

) ’ i ISM240b_520190129-01.tar.gz X

8. From the console as an ISM administrator, log in to ISM-VA.

1l

9. In order to apply patches, stop the ISM service temporarily.

# i smadm service stop ism

10. Execute the command to specify and apply the patch.

# i smadm system patch-add -file <Patch file>

Example of command execution:

# i smadm system patch-add -file /Administrator/ftp/|SM240X_S20190129-01.tar. gz

If the following is displayed, patch application is complete.

Conpl et e!

Update finished successfully.
Pl ease restart | SM VA

11. Confirm that the patch is applied.

# i smadm syst em show

Confirm that the [ISM Version] of the command results output is the version of the applied patch.

Example:

| SM Ver si on © 2.4.0.x (S20190129-01)

12. After applying the patch, restart ISM-VA.

# i smadm power restart

This finishes the procedure for applying the patches to ISM-VA.

3.1.2 Upgrade ISM-VA

You can upload an upgrade file to ISM-VA from a management terminal using the ISM GUI. After uploading the file, you can perform the
upgrade by using the console.
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Qn Note

- If you want to upgrade from V1.0 - V1.5 to V2.4, contact your local Fujitsu customer service partner.

- Before upgrading, back up ISM-VA. To back up ISM-VA, refer to 3.2 Backing up ISM-VA."

1. Upload the upgrade file to ISM-VA from a management terminal using the ISM GUI.
For this procedure, refer to Steps 1 - 7 in "3.1.1 Apply Patches to ISM-VA."
2. From the console as an ISM administrator, log in to ISM-VA.

3. In order to perform the upgrade, stop the ISM service temporarily.

# i smadm service stop ism

4. Execute the upgrade command to specify the upgrade file name.

# i smadm system upgrade -file <Upgrade file name>

Example of command execution:

# i smadm system upgrade -file /Administrator/ftp/1SM240_S2019xxxx-0X. tar. gz

5. After executing the upgrade, restart ISM-VA.

# i smadm power restart

3.1.3 Set up an MIB File

MIB is public information regarding the status of network devices managed with SNMP, and is standardized as MIB-I1, which is published
as RFC 1213. An MIB file is a text-based file that defines this public information. To send and receive SNMP traps, the receiving side is
required to save an MIB file provided by the device side.

Add/update the MIB file in the following cases.
- If you want to add a new MIB file to receive SNMP traps from non Fujitsu devices.
- If you want to update an MIB file already registered in ISM to execute a firmware update.

You can upload an MIB file to ISM-VA from a management terminal using the ISM GUI. After uploading the file, you can register the MIB
file by using the console.

1. Upload the MIB file to ISM-VA from a management terminal using the ISM GUI.
For this procedure, refer to Steps 1 - 7 in "3.1.1 Apply Patches to ISM-VA."
On the "Upload File" screen, select the following.
- File Type: MIB file
- Upload Target Path: /Administrator/ftp/mibs
2. From the console as an ISM administrator, log in to ISM-VA.

3. Execute MIB file registration command.

# ismadm i b i nport

E) Point
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You can display and delete the MIB files registered on ISM-VA by using the following commands.
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- Display MIB files

# ismadm m b show

Delete MIB files

# ismadmnib delete -file <MB file nanme>

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

3.2 Backing up ISM-VA

The following methods can be used to back up ISM-VA.

- Back up ISM-VA with the hypervisor
- Back up ISM-VA with the ISM-VA Management Command
This section describes how to back up ISM-VA with the hypervisor.

For the procedure on backing up ISM-VA with the ISM-VA Management Command, refer to "8.1.2 Back up ISM" in "Operating
Procedures."

Qn Note

Before backing up ISM-VA, stop ISM-VA.

3.2.1 Prepare to Back up ISM-VA (Stopping ISM-VA)

Use the ISM-VA command to stop ISM-VA.

1. Start the ISM GULI.
Log in as an ISM administrator.
2. Terminate all operations.
View the "Tasks" screen to confirm that all tasks are terminated.
a. At the top of the Global Navigation Menu, select [Tasks].
b. Onthe "Tasks" screen, check that the status has become "Completed" or "Cancellation completed.”

C. Ifthereare tasksthat are not either "Completed" or "Cancellation completed," then either wait for them to finish or cancel these
tasks.

If you want to cancel all tasks, select the tasks that are running and then select [Cancel] from the [Actions] button.
Cancel all tasks that are currently being executed.

Tasks of the "Updating firmware" (firmware update process) type may not be aborted when you cancel them. In this case, you
must wait until these processes finish.

Ln Note

Terminating ISM-VA with any tasks still running may cause task processing to be interrupted with an error and result in incorrect
operating behavior in later operations.

Therefore, be sure to either wait until all tasks finish, or cancel them manually and then, only when processing for canceling has
finished, terminate ISM-VA.

3. Log out from the GUI of ISM, and then close the GUI.

4. Start up the console and log in as an ISM administrator.
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5. To terminate ISM-VA, execute the termination command of ISM-VA.

# i smadm power stop

3.2.2 Back up ISM-VA

ISM-VA is backed up by using the exporting function of the hypervisor.

The following describes the procedure for backing up ISM-VA on each hypervisor.
- Back up ISM-VA running on Microsoft Windows Server Hyper-V
- Back up ISM-VA running on VMware vSphere Hypervisor 5.5 or VMware vSphere Hypervisor 6.0
- Back up ISM-VA running on VMware vSphere Hypervisor 6.5 or VMware vSphere Hypervisor 6.7
- Back up ISM-VA running on KVM

Back up ISM-VA running on Microsoft Windows Server Hyper-V
In Hyper-V Manager, right-click on the installed ISM-VA, and then select [Export].

aw

onnect...

Settings...

Checkpoi Start

Checkpoint Lu:hir

Move...

| Export...

Rename...

I
W
Delete...

Enable Replication...

Help

Back up ISM-VA running on VMware vSphere Hypervisor 5.5 or VMware vSphere Hypervisor 6.0
In vSphere Client, right-click on the installed ISM-VA, and then select [Export] - [Export OVF Template] from the [File] menu.

Edit View Ihventory Administration Plug-ing Help

New £ hventory b Eﬂ Inventory

| T
Deploy OVWF Template I e e

Export » o Export OWF Template..
Report » l”@I-:;q:u:lr?. List..
Print Maps > Export Maps..

Expart System Logs..

Exit

v | wh
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Back up ISM-VA running on VMware vSphere Hypervisor 6.5 or VMware vSphere Hypervisor 6.7
In vSphere Client (HTMLS5), right-click on the installed ISM-VA, and then select [Export].

~ @ Host
Manage 3 Create / Register VM
Manitor [ virtual machine v | Status v Used spd
& Virtual Machines DRl O 5 M MmN, 1133GE
B} storage B 12
£3 Networking (§ Power
' @ Guest 0S
(% Snapshots
& Console
G Autostart
% Upgrade VM Compasbisty
(@ Edi setlings

Back up ISM-VA running on KVM

Back up the KVVM files that are stored in the following locations to arbitrary other locations as required.
- letc/libvirt/qgemu

- Ivar/lib/libvirt/images

3.3 Collecting Maintenance Data

You can collect maintenance data required for investigations when a failure has occurred in ISM.

There are two ways to collect the maintenance data of ISM, one is using the GUI and the other is using a command.

You can collect a ve-support log from vCenter if vCenter is registered in the cloud management software in ISM when Virtual Resource
Management maintenance data is required.

3.3.1 Collect Maintenance Data with the GUI

Log in to the ISM GUI to collect and download the maintenance data with the following procedure.

Collect new maintenance data

(.:j Note

Batch collection of maintenance data takes several hours to complete and requires large amounts of free disk space. For details, refer to
"3.2.1.5 Estimation of maintenance data capacity" in "User's Guide."

-52-



From the Global Navigation Menu, select [Settings] - [General].

FUJITSL Softwarne Infrastructure Manager

Settings
Users

General

2. From the menu on the left side of the screen, select [Maintenance Data].
D e~ ienw = rofim

Msincenance Dats

Gareral Sattngs
s e

CA Certificate

Maintenance Data

Upload

3. From the [Actions] button on the "Maintenance Data" screen, select [Collect].

FUNFS Sl bwai e Inhundew bore Mansges
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- 9963 ME  Actions
Collect
prarrabai? [

-53-



4. Select one of the following collecting modes on the "Collect" screen, and then select the [Run] button.

Collect @

Select the collecting mode.

@' Full : Batch collection of ISM RAS logs, ISM-VA Operation System logs, and database
nformation

Lirmited : Collection of 158 RAS logs only

huﬂ

- Full: Collection of ISM RAS Logs, ISM-VA Operating System Logs, and database information together

- Limited: Collection of ISM RAS Logs only

Collection starts and the progress of the collection is displayed in the [Status] column.

FUITSA Saltwaie nlravtivoluie Manager W — e i

tenrrral Setdimgs Mainterarns (ats

wm e s

Yaien Fds Meva Aarsraa Gure Hlapasa Fans .

S Status File Name

11722 smsnap-201

To refresh the displayed progress, select the refresh button in the upper-right part of the screen on the ISM GUI.
The progress can also be checked from the "Task™ screen. The task type is "Collecting Maintenance Data."

When the collection is complete, the Status icon becomes "Complete" and you can download the data.

FUIITSU Soltwane Mirastructine Manasges . W) my v ik e

Gerreeral Sectisags Mauintesands s

Status File Name

Complete smsnap-27-20
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Download maintenance data

1. From the Global Navigation Menu, select [Settings] - [General].

FUJITSL Softwarne Infrastructure Manager

Statud

General

2. From the menu on the left side of the screen, select [Maintenance Data].
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Maintenance Data

Upload

3. On the "Maintenance Data" screen, select the [Download] button of the maintenance data that you want to collect.

FUNITSU Seftware Infrastnchune Manages
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" - -
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P —
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86,690 MB Download
-

4. Download the maintenance data according to the download confirmation of the browser.

L:j Note

- The maintenance data collected from the "Maintenance Data" screen in GUI of ISM are retained in the following directory and only the

maintenance data under this directory will be displayed.

Maintenance Data storage directory: /Administrator/transfer
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The maintenance data retained in the FTP communication directory of ISM-VA, "/Administrator/ftp", are not displayed on the
"Maintenance Data" screen.

- The maintenance data will be retained for five generations. If it exceeds five generations, it will be deleted automatically from the oldest
creation date and time.

- The maintenance data will be deleted automatically 5 weeks after collected.

3.3.2 Collect Maintenance Data Using a Command

Use the ISM-VA commands to collect ISM maintenance data.

& Note

Batch collection of maintenance data takes several hours to complete and requires large amounts of free disk space. For details, refer to
"3.2.1.5 Estimation of maintenance data capacity" in "User's Guide."

1. After starting up ISM-VA, log in to ISM-VA from the console as an ISM administrator.
2. Collect the ISM maintenance data.
The following are examples of an investigation for malfunctions in ISM and ISM-VA.

- Collection of ISM RAS Logs only

# i smadm system snap -dir /Adm nistrator/ftp
snap start
Your snap has been generated and saved in:
/ Admi ni strator/ftp/isnmsnap-20160618175323.tar. gz

Batch collection of ISM RAS Logs, ISM-VA Operating System Logs, and database information

# i smadm system snap -dir /Admnistrator/ftp -full
snap start
Your snap has been generated and saved in:

/ Adm ni strator/ftp/isnmsnap-20160618175808.tar. gz

The output destination and file name of maintenance data are displayed when the command for collection is executed.

El Point

© 00 0000000000000 0000000000000000000000000000000O0COC0C0COCOCOCOCOCOCOCCOCO00C0000C0000000000000000000000000000

"-dir" specifies the output destination path. You can obtain collected maintenance data using FTP access by specifying the "ftp"
subdirectory in the <User group name> directory.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

3. Access FTP as an ISM administrator from a management terminal, and download the collected maintenance data.

& Note

The five latest files are stored in the maintenance data created in the directory where the maintenance data is stored. Use the FTP client
software and manually delete maintenance data that are no longer required.

3.3.3 Collect Maintenance Data for Virtual Resource Management

You can collect a ve-support log from vCenter if vCenter is registered in the cloud management software in ISM. For details, refer to "To
collect ESX/ESXi and vCenter Server diagnostic data" from the following URL.

https://kb.vmware.com/selfservice/search.do?cmd=displayKC&docType=kc&docTypelD=DT_KB_1_1&externalld=2032892

In Step 6 of the log collection procedure in the URL above, for the ESXi host log collection target, select all the vSAN cluster ESXi hosts
where an error has occurred.
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