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Preface

Purpose

This manual is for those using the following operation and management software for the first time. This software manages and operates ICT
devices such as servers, storages, and switches as well as facility devices such as PDUs in an integrated way.

- FUJITSU Software Infrastructure Manager

- FUJITSU Software Infrastructure Manager for PRIMEFLEX (hereinafter referred to as "ISM for PRIMEFLEX")
Hereinafter, the two products above will be referred to as "ISM."
This manual describes the minimum amount of preparation and operations required for using ISM.

For a description on the use of each function, refer to the following manuals.

Product Manuals

Manual Name Description
FUJITSU Software This manual is for those using this product for the first time.
Infrastructure Manager \VV2.8.0 This manual summarizes the procedures for the use of this product, the
Infrastructure Manager for PRIMEFLEX V2.8.0 product system, and licensing.

First Step Guide In this manual, it is referred to as "First Step Guide."

FUJITSU Software This manual describes the functions of this product, the installation
Infrastructure Manager VV2.8.0 procedure, and procedures for operation.

Infrastructure Manager for PRIMEFLEX V2.8.0 It allows you to quickly grasp all functions and all operations of this
User's Guide product.

In this manual, it is referred to as "User's Guide."

FUJITSU Software This manual describes the installation procedure and usages for the
Infrastructure Manager VV2.8.0 operations of this product.
Infrastructure Manager for PRIMEFLEX V2.8.0

. In this manual, it is referred to as "Operating Procedures."
Operating Procedures

FUJITSU Software This document defines the terms that you need to understand in order to
Infrastructure Manager V2.8.0 use this product.
Infrastructure Manager for PRIMEFLEX V2.8.0

In this manual, it is referred to as "Glossary."

Glossary

Intended Readers
This manual is intended for readers who are using ISM for the first time. To read this manual, you must know the following.
- An understanding of how to use hardware
- An understanding of how to use OSes

- An understanding of networks

Notation in this Manual
Notation
Keyboard

Keystrokes that represent nonprintable characters are displayed as key icons such as [Enter] or [F1]. For example, [Enter] means
press the key labeled "Enter." [Ctrl]+[B] means hold down the key labeled "Ctrl" or "Control" and then press the B key.

Symbols

Items that require particular attention are indicated by the following symbols.



E’) Point

© 0000000000000 000000000000000000000000000000000000O0OCL0COCOCOCOCOCCOCCCOCOCOCOCOCOC0C00C0000C0C0C0C0COCOCO0CO0C0CO0CIO0CIOCIOCOCEOCEEOEE

Describes the content of an important point.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

Qﬂ Note

Describes an item that requires your attention.

Variables: <xxx>
Represents variables that require replacement by numerical values or text strings in accordance with your usage environment.
Example: <IP address>

Using PDF applications (Adobe Reader, etc.)

Depending on the specifications of the PDF application you are using, issues (extra spaces and line breaks, missing spaces, line
breaks, and hyphens in line breaks) may occur when you perform the following operations.

- Saving to a text file

- Copying and pasting text

High Risk Activity

The Customer acknowledges and agrees that the Product is designed, developed and manufactured as contemplated for general use,
including without limitation, general office use, personal use, household use, and ordinary industrial use, but is not designed, developed and
manufactured as contemplated for use accompanying fatal risks or dangers that, unless extremely high safety is secured, could lead directly
to death, personal injury, severe physical damage or other loss (hereinafter "High Safety Required Use"), including without limitation,
nuclear reaction control in nuclear facility, aircraft flight control, air traffic control, mass transport control, medical life support system,
missile launch control in weapon system. The Customer shall not use the Product without securing the sufficient safety required for the High
Safety Required Use. In addition, Fujitsu (or other affiliate's name) shall not be liable against the Customer and/or any third party for any
claims or damages arising in connection with the High Safety Required Use of the Product.

To Use This Product Safely

This document contains important information required for using this product safely and correctly. Read this manual carefully before using
the product. In addition, to use the product safely, the customer must understand the related products (hardware and software) before using
the product. Be sure to use the product by following the precautions on the related products. Be sure to keep this manual in a safe and
convenient location for quick reference during use of the product.

Modifications

The customer may not modify this software or perform reverse engineering through decompiling or disassembly.

Disclaimers

Fujitsu Limited assumes no responsibility for any claims for losses, damages or other liabilities arising from the use of this product. The
contents of this document are subject to change without notice.

Trademarks

Microsoft, Windows, Windows Vista, Windows Server, Hyper-V, Active Directory, and the titles or names of other Microsoft products are
trademarks or registered trademarks of Microsoft Corporation in the United States and other countries.

Linux is a trademark or registered trademark of Linus Torvalds in the United States and other countries.

Red Hat and all trademarks and logos based on Red Hat are trademarks or registered trademarks of Red Hat, Inc. in the United States and
other countries.

SUSE and the SUSE logo are trademarks or registered trademarks of SUSE LLC in the United States and other countries.



VMware, VMware logo, VMware ESXi, VMware SMP, and vMotion are trademarks or registered trademarks of VMware, Inc. in the

United States and other countries.

Nutanix is a trademark of Nutanix, Inc. in the United States and other countries.

All other company and product names are trademarks or registered trademarks of the respective companies.

All other products are owned by their respective companies.

Copyright

Copyright 2017 - 2023 FUJITSU LIMITED

This manual shall not be reproduced or copied without the permission of Fujitsu Limited.

Modification History

Edition Issue Date Modification Overview Section
01 August 2022 First edition - -
02 October 2022 Added article on Multi-Factor 2.2 Logging in to the ISM Logging in to ISM
Authentication Graphical User Interface and
Screen Layout
Deleted unsupported OSes 2.1.3 Set up the ISM-VA "Point"
Environment
3.2.2 Back up ISM-VA Back up ISM-VA running on
VMware vSphere Hypervisor
5.5 or VMware vSphere
Hypervisor 6.0
Modified the reference URL 3.3.3 Collect Maintenance -
Data for Virtual Resource
Management
03 February 2023 Updated the image 2.4.3.3 Setalarm notification | Step 5
methods and notification
targets (Alarm Settings)
Changed the procedure to 3.1.1 Apply Patches to ISM- | Step 10
confirm after application of the | VA
patch
04 June 2023 Added article on Prediction of 1.2 Product System and Supported functions for each
Resource Fluctuations Licenses Operation Mode




Contents

(O aF=T o) (=] g R @ V=T V= PSSR 1
1.1 Operation MOGES QNG FUNCHIONS. .......cueuiiitetiiieitete stttk b et bk h ekt e bbb e b b e bbbttt b et e bbb ebenn 1
1.1.1 Optimizing Operations Through the Integrated Management of Infrastructure Operations (Node Management)...................... 2
1.1.2 Integrated Monitoring for the Status of Multiple Nodes (IMONITOIING)......c.ciriiiririniiiereese et 2
1.1.3 Simplification of Firmware Updates (Firmware ManagemENT)..........cuceruiirieeierieesieesesieiesseessesseessessssessessssessesessessssessesessenes 4
1.1.4 Copying and Applying Settings to Multiple Nodes (Profile Management)...........ccoorreiirrieinneeiseee s 5
1.1.5 Displaying a Network Map (Network Management)...........ccccoeevrerecreenenn
1.1.6 Automation and Integrated Management of Logs (Log Management)
1.1.7 Managing a Virtual Platform (Virtualized Platform Expansion)............c.ccccovvveee.
1.2 Product SYSteM and LICENSES.........cceuiiiuriiiiiiciiiisiscis i b b
Chapter 2 Required Preparations and Procedures for USING ISM.........uii ittt
2.1 ISM INSEAHATION WOTKFIOW..........ciiiiiii ettt
2.1.1 Design the ISM INStallation ENVIFONMENL..........ciiiiiiiiiieci ettt b bbb
2.1 2 INSEAI ISM=V At bbb bbb £ bbb E bbb h e E bbb bbb bbb bbb bbb bbb bbbt
2.1.3 Set UP the ISIM-VA ENVIFONIMENL......c.oitiiiiiieiiteietete ettt sttt b et b et b b et b et e bt e bt e bt b e bt e b et et e b e bt et e e et e b enennan
2. 1. REGISTET LLICBNSES. 1. eveveuietiutetetistetetetestessete st et e s te e ebessese st eseese s es e ebe e ese s s e s e a4 e e e b e e b e s e b e b et et e s e e b e b e R e e b e st e b e b e Re e b e Rt e Re b e Rt et enrebe e e s e ntennanenn
2,05 REGISTET USEIS... vttt etttk etttk ekttt b e bbb E e E b b0 b bR E e h b b E R bR bR e bkt R R st b bbb
2.1.6 Allocate Virtual DisKS..........ccccrrireiinniiinncseees s
2.2 Logging in to the ISM Graphical User Interface and Screen Layout......
2.3 Procedures for Using Node Management......
2.3.1 REGISTET INOUES. ...ttt stttk e bR e R E R b b e 0 R e R Rt E bt e b bt e e bt n et
2.3.2 IMBNAGE NOUES......c. ettt ettt sttt ettt h et b e e e bt e b e R e e bt £ e Rt s 4o R e e bt neeh e e b e e 4R e eE e b £ eb e e eb e e e e b e e b e e ek e b e b e e b e st et e b e b e st entebenbenennan
2.4 Procedures fOr USING IMONITOTING . .....ciiiiciiteeititeestett ettt sttt be st ese et et ebe st e seebe s ebe s b e seebe s ebeeb e e ebe st ete et essebe st eseabensetesbeneanin
2.4.1 MoNitor the Changes IN NOGE STALUSES. .......cuetririereririitetet sttt ettt b et e b st b b st bbbt b bt ne b nn e
2.4.2 Monitor CPU/Memory Availability and TEMPEIATUIE..........c ettt se st e st et e s e be e ebeseeneeean
2.4.3 NOLITY IMONTTOIING STATUSES. ......eveieiteietesteiet ettt ettt sttt e b e b et h bt e bt e b eb e Ao bt e e b e e b e s e bt b e bt e b et e b e b e bt e b et et e b et e et et ebenbene
2.4.3.1 Set UP @ MAl SEIVET (SIMTP SEIVET)....c.viuiiteriitiiieestesietest e e s te e e st e e st b e te b e st s te st e s e s be st e be b esestessebe s ese et e b ebesseseebe e esesteseabeseeneaee
2.4.3.2 Set mail notification as the alarm notification Method (ACHION).........oiiiiiiiiie e 36
2.4.3.3 Set alarm notification methods and notification targets (Alarm SEttNGS)........cccourereiireiireiee e 39
2.5 Procedures for USing FIrMWare IMANAGJEMENT..........ciiriruirer ittt st ses bbbt st seebe st sbeb sttt ebeb et se b e b et sbebene st sbebenen
2.5.1 Prepare Firmware Data for a Firmware Update....
2.5.2 Import Firmware Data into ISM...........c.ccccovnnnen.
2.5.3 UPAALE FIITTIVWATE. ... eteieiteieeteeteeete ettt sttt h etk e bt b e st e bt 2 e h e e b e R e e bt no e b e e b e e 4R e A e e b £ 4 b e e e b e e £ e b £ e b e e ek e b e b e e b e st ab e b e b e ebentebenbenennan
Chapter 3 MaINTAINING ISM......coueiiiiiie ettt e e st e st et e oo s b e e e aa b et e e R et e e sbn et e aa b et e enee e e ssne e e sntreennneeeneneeean 50
BLLUPAALING ISttt bbbt b kst b8 e b bt e bbb bR e E ekt E bbb bbb e bRt b s 50
3.1 L APPIY PALCES t0 ISIMI-V A ...ttt ettt h b e bt e e bt b e e e he e b e R e b e e e b e e b e R e e b e b e b e e b eneebe et eseebeneabeeseneabensanen 50
3. L2 UPGrade ISM-VA ..tttk b et h b h b2k A4 h bt £k 44 e £ R e e b £ e h e R £ e R £ e b e bR e ek b e R e b e R e e bbbt bt et nenennin 56
313 SELUP AN IMIB il ittt ettt b et s e b et ek e e b e s e e b e e e b e e b e s e b et et e e b e s e ek et et e e b e s e e be b ene et eneabenbeneas 57
3.2 BACKING UP ISM=VA ettt bbb bbb e b bt E b2 b b h e bbbt b bttt b bbb bttt 58
3.2.1 Prepare to Back up ISM-VA (StOPPING ISIM-VA)......o ettt ettt b e bbbt ebe e e s b et e 58
3.2.2 BACK UP ISM=VA .t bbb bbbt £k £ bR £ bbbk R e bbbt b et b et et b
3.3 Collecting Maintenance Data............cccccveveene.
3.3.1 Collect Maintenance Data with the GUI
3.3.2 Collect Maintenance Data USING @ COMMANG........c.oieiiiriierieinieriee ettt sttt be e bene bt b e e b et ebesbe e ebe st ebesbeseanas 64
3.3.3 Collect Maintenance Data for Virtual ReSoUrce ManagemMeNt.........ccvciiieiiririeiesieiciesieesiee et et te b re s s be s re s e sseseaaens 65



IChapter 1 Overview

ISM is a software package that manages and operates ICT devices such as servers and storages, as well as facility devices in an integrated
way.

This chapter describes the functions that can be used with each license as well as the functions that can be used in different ISM Operation
Modes.

Purpose of ISM

By installing ISM, multiple and various types of ICT devices can be managed in an integrated way. With this software, you can monitor the
status of all the ICT devices in a data center or a machine room. You can also execute batch firmware updates for multiple devices and
configure servers automatically. It can reduce costs of operation management and increase the operation quality.

Figure 1.1 Integrated operation and management through installation of ISM
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1.1 Operation Modes and Functions

This section describes an overview of the ISM functions for each Operation Mode.

ISM Operation Modes

ISM can be used in three different modes depending on how you want to use the software. In this manual, these modes are referred to as
"Operation Modes."

Aniconis displayed for the corresponding mode in the description for each function. The icons that correspond to each mode are as follows.

Operation Mode Icon Description

Essential mode Can be used for monitoring the status of servers, storages, and

switches as well as firmware management.

Advanced mode Can be used for the management, operation, and maintenance of
servers, storages, switches, and other facility devices, in addition
to the functions that can be used in Essential mode.

Advanced for PRIMEFLEX | Advanced for PRIMEFLEX Can be used for the creation, expansion, management, and
mode maintenance of clusters for virtual platforms, in addition to the
functions that can be used in Advanced mode.




Operation Mode Icon Description

Power Capping cannot be used in Advanced for PRIMEFLEX
mode.

The Operation Mode is determined by the products that are purchased (media and licenses). For details on products, modes, and the
difference between modes, refer to "1.2 Product System and Licenses."”

1.1.1 Optimizing Operations Through the Integrated Management of
Infrastructure Operations (Node Management)

| Essential || Advanced || Advanced for PRIMEFLEX |

ICT and facility devices that are operated and managed in an ISM environment are called "nodes."

With ISM, you can register a batch of nodes to be managed by specifying and discovering nodes that are connected to a network by using
an IP address range. This will allow you to make node registration work more efficient.

You can manage node information (node names, serial numbers, IP addresses, etc.) in the same format for any type of node after a node is
registered (Figure 1.2 Displaying a node list).

Figure 1.2 Displaying a node list
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1.1.2 Integrated Monitoring for the Status of Multiple Nodes (Monitoring)

| Essential || Advanced |[ Advanced for PRIMEFLEX |

With ISM, you can monitor the power status, the availability of CPU, memory, and disk space, intake temperature, as well as events (SNMP
traps) due to failures at the same time for all registered nodes.

You can send mail to an administrator when an event has occurred such as a device failure. It is also possible to perform other operations
in addition to sending mail such as sending/forwarding SNMP traps, sending logs to Syslog servers, and automatic execution of scripts. By
using these functions, you can handle events quickly and minimize time-outs.



Figure 1.3 Image of Monitoring
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Displaying the mounting position in a rack

Advanced || Advanced for PRIMEFLEX

In Advanced mode and Advanced for PRIMEFLEX mode, you can display the status of devices mounted on a server rack on the screen.

There are some devices that have LEDs that display the status on the front of the device and this can also be displayed on a screen in ISM.
By using this function, you can locate the position of a device that is failing in a rack as if you were standing in front of the server rack
(Figure 1.4 Displaying the mounting position in a rack).

Figure 1.4 Displaying the mounting position in a rack
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Displaying 3D view

Advanced || Advanced for PRIMEFLEX |

In Advanced mode and Advanced for PRIMEFLEX mode, the overall status of data centers and server rooms can be viewed similar to that
of server racks on a screen in ISM (Figure 1.5 Displaying 3D view). You can confirm information on the operation of devices, SNMP traps
being received, the severity of detected events, intake temperature, and power consumption on the same screen in ISM. By using this
function, you can grasp the relationship between the status and position of devices.

aying 3D view

Macaage

Figure 1.5 Displ
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1.1.3 Simplification of Firmware Updates (Firmware Management)

| Essential || Advanced || Advanced for PRIMEFLEX |

In ISM, you can confirm the firmware version of multiple nodes on one management screen regardless of the type of device.

You can also update the firmware for multiple nodes and components that needed to be updated individually in the past, and you can update
the firmware for these at the same time.



Figure 1.6 Image of Firmware Management
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1.1.4 Copying and Applying Settings to Multiple Nodes (Profile
Management)

| Advanced || Advanced for PRIMEFLEX |

In ISM, you can set up (settings for installing a device, OS installation, and make registrations to management software) a series of devices
to start operations.

In this type of setup, settings are organized into a settings file and saved as a "profile," and then the "profile™ is assigned to the devices. You
can copy and reuse this profile on multiple devices.

For example, if you must apply the same settings to 10 new devices, you can apply the settings to the remaining nine devices (Figure 1.7
Example of applying the same settings to multiple devices) by creating only one profile.

Figure 1.7 Example of applying the same settings to multiple devices
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It is also possible to change part of a profile when you must have different settings for different devices.

You can also save parameters as profiles when installing OSes on servers.



Figure 1.8 Example of deploying VMware ESXi servers
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1.1.5 Displaying a Network Map (Network Management)

| Advanced || Advanced for PRIMEFLEX |

In ISM, you can graphically display virtual network connections (network maps) in addition to physical connections. By using this function,
you can easily see the influence of a stopped device or virtual server.

You can confirm the impacted area which is highlighted in yellow when you select the [Display impacted area] checkbox on a network map
(Figure 1.9 Image of physical connections on a Network Map).



Figure 1.9 Image of physical connections on a Network Map
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You can also confirm the impacted area for virtual machines, virtual switches, virtual routers, and CNA ports when you select the [Display
virtual node] checkbox (Figure 1.10 Image of virtual nodes displayed on a Network Map).



Figure 1.10 Image of virtual nodes displayed on a Network Map
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1.1.6 Automation and Integrated Management of Logs (Log Management)

| Advanced || Advanced for PRIMEFLEX |

With ISM, you can collect different types of logs (hardware logs, operating system logs, and ServerView Suite logs) for managed nodes at
the same time and collect logs automatically according to a specified schedule. You can manage different types of logs in an integrated
manner and generation management for retained logs is more efficient. You can also search by keywords in logs for assistance in
investigations when an error has occurred on a managed node.



Figure 1.11 Image of Log Management

( ) - . T ——
Hardware log S

EEEEY & i l---_d-- ——— -
Operating System log s i v s R
i P ———— e B | i - =
Managed node SernverView Suite log - - -

=

5 A
Management terminal Log downloading/analyzing

Administrator

1.1.7 Managing a Virtual Platform (Virtualized Platform Expansion)

| Advanced for PRIMEFLEX |

ISM for PRIMEFLEX is included in the four following FUJITSU Integrated System PRIMEFLEX products:
- PRIMEFLEX HS

PRIMEFLEX for VMware vSAN

PRIMEFLEX for Microsoft Storage Spaces Direct
PRIMEFLEX for Microsoft Azure Stack HCI

With ISM for PRIMEFLEX, it is easy to expand the resources for a cluster that has been configured in a virtual storage environment
(Software Defined Storage).

You can confirm the availability and insufficiency of resources from a screen in ISM as seen in "Figure 1.12 Image of adding a resource
with ISM for PRIMEFLEX."

This function reduces the workload of the administrator by automating the procedure from OS installation to cluster expansion by linking
with ISM's Profile Management when resources are insufficient.



Figure 1.12 Image of adding a resource with ISM for PRIMEFLEX
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It is easier to manage the operation of a virtual platform because the firmware of cluster nodes is updated without stopping operations as
seen in "Figure 1.13 Image of Rolling Update."

Figure 1.13 Image of Rolling Update
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1.2 Product System and Licenses

The product system for ISM is composed of the following, and the functions that can be used vary depending on the license.

- Media packs

This is the ISM installation media. ISM is provided as a virtual appliance that has been packaged into software that serves as the
operating platform for virtual machines. You must select a media pack according to the hypervisor that operates ISM (virtual appliance).

-10 -



- Server licenses

These licenses unlock the use of functions in ISM. The functions that can be used (Operation Modes) are different depending on whether
or not a server license is registered and the type of server license it is. Prepare the necessary server license for the functions (Operation

Mode) that you need.

A server license is required for ISM (each virtual appliance).

Prepare node licenses according to the server license mode.

- Node licenses

A license granting permission for the maximum number of nodes that can be managed in ISM. A node license is required to monitor/
operate nodes in ISM. Prepare the appropriate node license according to the increase in the number of managed nodes.

Prepare node licenses according to the Operation Mode of the server license. Only one type of node license can be registered with ISM.

E’ Point

© © 0000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

- Hereafter, the virtual appliance in which ISM is packaged will be referred to as "ISM-VA."

- The Operation Mode of the server license and the node license must match.
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ISM product systems and Operation Modes

ISM product system

Operation Mode

[ Advanced for PRIMEFLEX
Media packs - Infrastructure Manager for Red Hat Enterprise Linux KVM Media - Infrastructure ~ Manager  for
Pack V2 PRIMEFLEX  Media Pack
ESXi) V2
- Infrastructure Manager for vSphere Media Pack V2 ( )
. . - Infrastructure  Manager  for
- Infrastructure Manager for Windows Server Hyper-V Media Pack V2 PRIMEELEX  Media  Pack

(Hyper-V) V2

Server licenses No license registration

Edition Server License V2

Infrastructure Manager Advanced

Infrastructure Manager Advanced
Edition for PRIMEFLEX Server
License V2

Node licenses

[Note] be registered without a license

Up to a maximum of 1000 nodes can

Infrastructure Manager Node
License V2

Infrastructure Manager for
PRIMEFLEX Node License V2

[Note]: Node licenses are counted differently depending on the device that is registered. For details, contact your local Fujitsu customer

service partner.

Supported functions for each Operation Mode

Note: Y = Supported, N = Not supported

Function Operation Mode
| Advanced for PRIMEFLEX
Node Management Y [Note 1] Y Y
Monitoring Y [Note 2] Y Y
Firmware Management Y [Note 3] Y Y
Profile Management N Y Y
Log Management N Y Y
Network Management N Y Y
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Function Operation Mode
| Advanced for PRIMEFLEX

Power Capping [Note 4] N Y N
Virtual Resource Management [Note 5] N Y Y
Backup/Restore Hardware Settings [Note 6] N Y Y
Packet Analysis of Virtual Network [Note 7] N Y Y
Expansion Cluster Management N Y Y
functions for (ISM 2.8.0.060 or later)
virtualized Cluster Creation N N Y
platform

Cluster Expansion N N Y

Rolling Update N N Y

Node Disconnection/ N N Y

Reintegration [Note 8]

Cluster Stop [Note 9] Y
Backup/restoration of ISM [Note 10] Y Y Y

[Note 1]: To use Management of Cloud Management Software, an Advanced or Advanced for PRIMEFLEX server license is required.
For information, refer to "2.13.6 Management of Cloud Management Software" in "User's Guide."

[Note 2]: To use the following features, an Advanced or Advanced for PRIMEFLEX server license is required.
- Displaying the mounting position in a rack or displaying 3D view for a node
For information, refer to "1.1.2 Integrated Monitoring for the Status of Multiple Nodes (Monitoring)."
- Setting a monitoring policy
For information, refer to "Hardware settings when registering discovered nodes™ in "2.2.1.6 Discovery of nodes" in "User's Guide."
- Anomaly Detection (monitoring behavior or status that is not normal)
For information, refer to " 2.3.6 Anomaly Detection™ in "User's Guide."
[Note 3]: To manage firmware versions (Firmware Baseline), an Advanced or Advanced for PRIMEFLEX server license is required.
For information, refer to "2.6.5 Firmware Baseline" in "User's Guide."
[Note 4]: For information on this function, refer to 2.8 Power Capping" in "User's Guide."
[Note 5]: For information on this function, refer to 2.9 Virtual Resource Management" in "User's Guide."
[Note 6]: For information on this function, refer to "2.10 Backup/Restore Hardware Settings" in "User's Guide."
[Note 7]: For information on this function, refer to "2.11 Packet Analysis of Virtual Network" in "User's Guide."
[Note 8]: For information on this function, refer to "2.12.5 Node Disconnection/Reintegration™ in "User's Guide."
[Note 9]: For information on this function, refer to "2.12.8 Cluster Stop" in "User's Guide."

[Note 10]: For information on this function, refer to "4.4.2 Backup/restoration of ISM with the ISM-VA Management Command" in "User's
Guide."

QIT Note

- Be sure to use the correct set of media packs and server/node licenses for the same product. You cannot use an ISM for PRIMEFLEX
server/node license if you are using an ISM media pack. The same is also true for the opposite.

- Devices that support Operation Modes and functions may vary. For details, contact your local Fujitsu customer service partner.
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- When the Operation Mode is Essential mode, the ISM REST API is not supported. Operation when using the REST API is not
guaranteed.
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Chapter 2 Required Preparations and Procedures for
Using ISM

This chapter describes the preparations and procedures for using the functions in Essential mode after installing ISM. For information on

all of the functions in ISM, refer to "User's Guide."

The overview of the content described in this chapter is shown in "Figure 2.1 Overview of the functions that can be used in Essential

mode."

Figure 2.1 Overview of the functions that can be used in Essential mode

Installation of ISM
Import ISM to hypervisor

Management —
terminal » )
oD
——-
Dl phy il SR

Administrator

Log in to the ISM GUI Node Management
Start ISM-VA from the Register the managed nodes
hypervisor and log in in ISM

| - = =
Hypervisor - Managed node ;
Monitoring
Set up mail notifications for
when an error occurs Host O35

Firmware Management
Firmware update with ISM

Management server

”

7

Table 2.1 Reference for the procedures and functions that can be used in Essential mode

Function Reference
Node Management 2.3 Procedures for Using Node Management
Monitoring 2.4 Procedures for Using Monitoring
Firmware Management 2.5 Procedures for Using Firmware Management

_ﬂ Point

- You must install ISM to use ISM. For the installation workflow, refer to "2.1 ISM Installation Workflow."

- The procedure in the "Table 2.1 Reference for the procedures and functions that can be used in Essential mode" describes how to use
ISM using the graphical user interface (GUI) in a web browser. For details on how to log in to the ISM GUI and screen layout, refer
to "2.2 Logging in to the ISM Graphical User Interface and Screen Layout."

2.1 ISM Installation Workflow

The installation workflow for ISM is performed as follows.
1. Prepare a management server

2. Prepare a Host OS and hypervisor
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8.

3
4
5.
6
7

. Design the ISM installation environment
. Install ISM-VA

Set up the ISM-VA environment

. Register licenses

. Register users

Allocate virtual disks

The following describes an overview of "3. Design the ISM installation environment" to "8. Allocate virtual disks."”

2.1.1 Design the ISM Installation Environment

To operate ISM smoothly, you must perform the following before installing ISM.

Estimating disk resources

Estimate the disk resources needed for the purpose of a disk resource. The range of estimated disk resources will be different depending

on the Operation Mode.

Table 2.2 Operation Modes and the range of estimated disk resources

Purpose of disk resources

Operation Mode

| Advanced for PRIMEFLEX |
Storage for files when logs are retrieved, N Y
archived, and downloaded with Log
Management
Importing the DVD image used for the OS N Y
installation for Profile Management
Importing firmware used by Firmware Y Y
Management
Importing the ServerView Suite DVD image Y Y
used by Profile Management and Firmware
Management
Backup and restoration of ISM by ISM-VA Y Y
management commands
Storage for collected logs for an investigation Y Y
when trouble occurs
Collecting maintenance data for a failure Y Y
investigation

Note: Y = Required, N = Not required

Designing a network

Design a network environment according to the network environment that ISM will connect to and your operation requirements.

Setting node names

Specify the node names of the devices to be registered and managed by ISM. It is recommended that you set up naming conventions
for node names in advance so that it is easier to recognize the purpose of nodes in ISM operations.

Designing users

Specify the users that will log in to ISM. Privileges are set for each operation in ISM and are defined as ISM user roles. Design the
associations between users and user roles according to your security requirements.
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For details on installation design, refer to 3.2 Installation Design for ISM" in "User's Guide."

2.1.2 Install ISM-VA

The ISM software is supplied with the FUJITSU Software Infrastructure Manager Media Pack for each product.

Install ISM-VA with the procedure depending on the hypervisor on which the ISM-VA is to be installed.
ISM-VA is installed by using the importing function of the hypervisor.
As an example, this section describes the procedure for installing ISM-VA on a VMware vSphere Hypervisor (VMware ESXi 6.5 or later).

For other installation procedures, refer to 3.3 Installation of ISM-VA" in "User's Guide."

1. Start the vSphere Client (HTML 5), right-click on the [Host] of the navigator, and then select [Create/Register VM].

T Navigator || [ tocainostiocaldomain
A i
| r'} ot :tzmmsa-n-e'r ¥ Creatd
| N & CroateRegister VM :  lecalhestiocaldd
. 1 e I Version 6508
| & virtwatn (@3 SNut down State Homal
{ i Iptase
| B3 Storage [J, Reboot b s
E
Mot s B
<] & Services :

B, Enter maintenanca mode
[, Lockdown mode

:LI mre cunmentty wssng E5Xi
[

&, Permissions
T3 Generale suppor bunde
"= Haraware
Manufacthrer

Bl
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2. On the "Select creation type" screen, select [Deploy a virtual machine from an OVF or OVA file] and then select [Next].

|r 71 M wirtaal machine !

hl 1 Sekect creation bype Select creaation type
2 Select OVF and VMDK fies How would you B bo creatn 2 Virtual Maching?
3 Select storage
4 Liconss spraermit Cireahe & ninw virlual mbching This option guides you throwgh Ba process of creatng &
5 Deployment cpions virtual maching rom an OVF and VMDK fles.

Fegishér an exsling virtusl maching

6 Adddtional setlings.
T Ready bo complite

Hack || Men {'J Finish || Cance
Bivctiuets |

3. Onthe "Select OVF and VMDK files" screen, specify an arbitrary name for the virtual machine, then set deployment for the ovf file
and the vmdk file included on the DVD, and then select [Next].

i 41 Mew virhsal machine
1 Select crealion bipe Select OVF and VMDK files
2 Select OV and VMDK es Seloct the GVF and VMIDH fles or OVA for the VM you woukd ks to deploy
3 Select slorage
T R Eriter & name e the virual msching,
5 Deploymant cptians.

.'i'.: rkual ial;h-inn Hang

G Addational sctings
Virtual machine names can contain up to 80 charachers and they must be unique within each ESX) nstancoe

= B ISMers _wmware ova

| Beck || MWed [ Finisn || Cancel
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4. On the "Select storage" screen, select the datastore to deploy to, and then select [Next].

%1 Wew wirtual maching
+ 1 Salect creation type Select storage

e S R ) WG T Selec e datasiore in which bo sore ihe confguralion and disk ffes

ETTT—

4 License agraements Tre Todawing dalislones are aocsstible from T desinalon resouros el yoo sekded Ssiect h destnaton datistne Tof e

% Deployment aptions virtual maching configuration 18es and all of the virlual dsics

& Additonal settngs ]

TR . Hame « Capacly ~ Free ~  Typa w  Thinpeo,. ~ MAocess
datastore1 7508 M5TGE WSS Supparted  Single
datasiors? WTSGE  SEEGE VMFSS Suppoted  Single

# itemns

{ Back M éb Finish || Canost
e— ———

5. On the "Deployment options" screen, select the network being used. Select "Thick" for Disk provisioning and then select [Next].

) Mew virtual machine
1 Sehect crealion fpe Deployment options
" 7 Salect OVF and VMDK files Sl digormeal ool
w3 Select storage
smrlommplm St mappings Lomilan W Neteork v
Disk prontisioning ) T (%1 Thick

Back Npcl- . Finish Cancel |
T Jj i |
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6. On the "Ready to complete" screen, confirm the settings, and then select [Finish] to complete deployment.

| 71 Mew virlual maching

+ 1 Select creation type Ready to complete

¥ 2 Select OVF and VIIDK. files Rl vour 5atlings Selechon before Tirishing the wizard
+ 3 Select storage

| = 4 Deploymant opticns

R oo oo I —
Vil Nama I15Maxn
Digks I1SMe skl vmdk
Dalashore dalasioed
Frinisioning type Thick
Herhwark mapgeangs LocalLan W Hetwork
Gupesl OF Nama Linknowm

¢ I D ol refresh your biowssd while Mis VI i being deployed
e

2.1.3 Set up the ISM-VA Environment

Start ISM-VA with the following procedure.

1. InvSphere Client (HTML 5), right-click on the installed ISM-VA, and then select [Power on].

ViImware Esxi

E -: L PR
i =5 i Fomi itess B
B Guestos

i3 Snapshots
g Conzole

iy Aancstant
[ Undiade VM Compatbiity
i§ Expod
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2. Right-click on the installed ISM-VA, and then select [Open browser console] or other console.

Manage h Crnate | Regisier VW R
Mondo (]| Virhusl masching - G v Uped gpace | Guest OF
m ], & 15Mres i - 373GE Comi0s 475 of latal

H Storage .
3 Motworking i Powar
B Guwst 05
{3 Srapshols
& Comole [T Open biowsst coniok
okt ' Opee constla in i window

Ay
K Oipee ool in new tab

m Launch remoks corsos

P Dovwnioad VAL
% E¥l isiings

ﬂ'. Panmissions

ﬂ Point

The following message may be displayed when starting ISM-VA, but the ISM-VA settings are optimized to operate on VMware ESXi
6.5/6.7, so this is not a problem.

The configured guest OS (CentOS 4/5 or later (64-bit)) for this virtual nachine does not natch the
guest that is currently running (CentOS 7 (64-bit)). You should specify the correct guest OGS to allow
for guest-specific optimzations.

After you start ISM-VA, perform the initial setup for ISM-VA. You can set up ISM-VA by using the console basic setting menu or by using
acommand. This section describes how to set up ISM-VA by using the basic setting menu. To perform basic settings using acommand, refer
to "3.4.2.2 Initial setup using the ismadm command" in "User's Guide."

1. Use the administrator account and the default password to log in to the console.
- Administrator account: administrator
- Default password: admin

2. Execute the following command to start the basic setting menu.

# i smsetup

The first time you log in from the hypervisor console, the menu is displayed automatically.
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The screen below is displayed.

ocale Language and keyboard zett ings

3. Execute the ISM-VA settings.
On the basic setting menu, the following items can be set.
- Locale

Network

NTP server

Log level

Web GUI port number

You must set "Network" according to the network environment that ISM will connect to. Set the IP address for ISM-VA in
"Network."

ISM will still operate correctly with the default settings for the other items, however you should set up ISM-VA according to your
operation requirements. For details on the basic settings menu, refer to "4.2 ISM-VA Basic Settings Menu" in "User's Guide."

2.1.4 Register Licenses

You must register the appropriate license for Advanced mode or Advanced for PRIMEFLEX mode when you install ISM. You do not need
to register a license for Essential mode.

For the appropriate media and license for an Operation Mode, refer to "1.2 Product System and Licenses."
You can register a license from the console or from the GUI in a web browser. This section describes how to register a license from the GUI.
To register a license from the console, refer to "4.8 License Settings" in "User's Guide."
1. Start the ISM GUI in a web browser.
URL: https://<ISM-VA IP address>:25566
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From the GUI, log in as an administrator.
Password (default): admin
The "Fujitsu End User Software License Agreement" screen is displayed.
Check the content, and then check [Above contents are correct.].
Select the [Agree] button.
From the Global Navigation Menu on the GUI of ISM, select [Settings] - [General].
For details on the screen layout of the GUI, refer to "2.2 Logging in to the ISM Graphical User Interface and Screen Layout."”
From the menu on the left side of the screen, select [License].
From the [Actions] button, select [Register].
The "Register License" screen is displayed.
Use the following procedure to register the license key.
a. Specify the license key in the entry field.
b. Select the [Add] button to add entry fields if adding other license keys.
C. Repeat Step a to b and register all licenses, then select the [Apply] button.
From the [Actions] button, select [Restart ISM-VA] to restart ISM-VA.

2.1.5 Register Users

Register the users that you designed in "2.1.1 Design the ISM Installation Environment.” Use the following procedure to register users.

1.
2.
3.

Start the ISM GUI in a web browser.
From the GUI, log in as an administrator.

From the Global Navigation Menu on the GUI of ISM, select [Settings] - [Users].
For details on the screen layout of the GUI, refer to "2.2 Logging in to the ISM Graphical User Interface and Screen Layout.”

From the menu on the left side of the screen, select [Users].

From the [Actions] button, select [Add].
The "Add User" screen is displayed.

Enter the user information, and select the [Apply] button.

Repeat Step 5 and 6 for each user to be registered.

2.1.6 Allocate Virtual Disks

Allocate the virtual disks to ISM-VA (virtual machines) via the hypervisor. Create the virtual disks so that they are within the capacity of
the disk resources that was estimated in "2.1.1 Design the ISM Installation Environment."

Allocate virtual disks to be used for ISM-VA disk resources (system space) and disk resources for each user (user space). For details on
system space and user space, refer to "3.2.1 Disk Resource Estimation™ in "User's Guide."

To allocate virtual disks for system space and user space, refer to the following in "User's Guide."

- System space: "3.7.1 Allocation of Virtual Disks to ISM-VA"

- User space: "3.7.2 Allocation of Virtual Disks to User Groups"

2.2

Logging in to the ISM Graphical User Interface and Screen
Layout

ISM provides a graphical user interface (GUI) that can be used in a web browser.
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In addition to a GUI, other user interfaces are provided such as FTP, SSH, and REST API. For information on user interfaces, refer to "2.1
User Interface" in "User's Guide."
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Login, screen layout, and item names are as follows.

Logging in to ISM
Log in to the ISM GUI after starting ISM-VA from the hypervisor.

Figure 2.2 Login screen of ISM GUI

e
FUJITSU

FUJITSU Software
Infrastructure Manager

Show password

Login
Item Content
URL https://<ISM-VA IP address>:25566
User Name administrator (default)
Password admin (default)

E) Point

© © 0000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

The actions of ISM users are restricted according to privileges called "user roles.” The user with the default values above is a special user
(an ISM administrator) that belongs to the Administrator group and has the Administrator role which allows the user to manage ISM in its
entirety.

For details, refer to "2.13.1 User Management" in "User's Guide."
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When Multi-Factor Authentication (MFA) is enabled, the following screen is displayed with the following QR code.

Scan the QR code from a device that has a multi-factor authentication client application installed, such as Google Authenticator, and then
enter the displayed code in the "Authorization Code" column of the ISM GUI.
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Figure 2.3 Login Screen of ISM GUI when Multi-Factor Authentication is enabled (on first login)

e
FUJITSU

FUJITSU Software
Infrastructure Manager

oo

Sample 5

Setup Key : 1234567890ABCDEFGHIJKLMNOP

Emergency Codes - XXXXXXXX | YYYYYYYY | ZZZZIIZZ

| scanned the QR Code with a multi-factor authentication
application. O, | noted down the setup key

I npted doven the emergency codes

Back
Iltem Description
Authentication Code Enter the code generated by scanning the QR code or the emergency codes.
QR Code QR code for generating an authentication code.

Use when the QR code cannot be scanned. You can set the set up key in a multi-factor authentication

Setup Ke . L L
prey client application to generate the authentication code.

Code that can be used instead of the authentication code.

Emergency Codes If the device that scans the QR code is broken or is lost, you can log in by entering the emergency codes

instead of the authentication code.

Write down Setup Key and Emergency Codes. They are displayed only once, so be sure to keep them safe.
Select the check box for confirmation, and log in.

For subsequent Multi-Factor Authentication logins, enter the code displayed in the multi-factor authentication client application to log in.
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Figure 2.4 Login screen of ISM GUI when Multi-Factor Authentication is enabled (second and subsequent logins)

2
FUJITSU

FUJITSU Software
Infrastructure Manager

Cancel
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- Multi-Factor Authentication login is available in ISM 2.8.0.010 or later.

- I1SM supports the multi-factor authentication client applications that comply with RFC 6238.
Google Authenticator (iOS, Android) is recommended.

- For information about Multi-Factor Authentication provided by ISM, refer to "2.13.1 User Management" in "User's Guide."
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Screen layout and item names

(b) () (e)

Help ~ administrator v

Hede Mee P Adbiresa hauie b LR it Tag

(a) Alarm status, status, task icon

Displays the number of nodes with an "Error" status and the number of currently running tasks.
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(b) Help
Displays help and guidance.
(c) User name
You can view the user name that is logged in.
In order to log out from ISM, move the mouse pointer over the user name and select [Log out].
Select [Language] to change the settings for the displayed Language, Date Format, and Time Zone on the GUI.
(d) Global Navigation Menu
This menu is for accessing different screens in ISM.
(e) [Refresh] button

Selecting this button refreshes the entire screen.

2.3 Procedures for Using Node Management

Node Management is a function for registering and managing nodes in ISM.

2.3.1 Register Nodes

To manage nodes in ISM, nodes must first be registered with ISM.
There are two ways to register nodes:
- Use discovery to register a node on a network
Specify an IP address range and discover nodes that can be registered. You can register discovered nodes in any order.
- Register a node directly
You can register a node by specifying a single IP address.

For details, refer to "Chapter 3 Register/Set/Delete a Managed Node" in "Operating Procedures."

The following shows how to register a node directly. As an example, this section describes the procedure for registering a server.

1. From the Global Navigation Menu, select [Structuring] - [Node Registration].

sy FUITTSU Software Inhrastiuchare Marages

Node Registration

FirmwarefDriver

Jobs
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2. From the [Actions] button on the "Node Registration" screen, select [Manually register nodes].
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PiMG shdF (] S5H

3. Follow the "Node Manual Registration" wizard and enter the setting items to register the server.
For a description on the setting items, select [ @] in the upper-right of the wizard, and refer to the help screen.
4. From the Global Navigation Menu, select [Management] - [Nodes] to confirm that the server is registered.

After the server is registered, the server is displayed on the "Node List" screen.

E’ Point
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It may take time to display the node list depending on the number of nodes registered in ISM.

This finishes the server registration.
If an OS is installed on the target server, execute the following procedure to set the OS information in ISM.

If an OS is not installed on the target server, use the following procedure to set the OS information in ISM after you have installed
an OS.

5. From the Global Navigation Menu, select [Management] - [Nodes], and select the target server from the "Node List" screen.

6. On the Details of Node screen, select the [OS] tab.
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7. From the [OS Actions] button on the upper-right of the screen, select [Edit OS Information].

ffirag  FUITSU Software Infrasbiucture Manasger
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8. On the "Edit OS Information" screen, set the OS information.
For a description on the setting items, select [ %] on the upper-right of the screen, and refer to the help screen.

9. After entering the OS information, select the [Apply] button.

This finishes OS information editing. After the OS information is edited, the OS information for the server can be retrieved.

2.3.2 Manage Nodes

Information such as node names and IP addresses that have been set for nodes, model names for nodes, and serial numbers are displayed
in a node list. By using this function, you can manage different kinds of devices in an integrated way.

You can also refer to detailed node information for each node from the node list.
The following shows how to refer to detailed node information.

1. From the Global Navigation Menu, select [Management] - [Nodes].

Management v  Evenls v Seltings

Nodes

Naode Lroups
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2. On the "Node List" screen, select the node name.
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3. On the Details of Node screen, select the tab that has the information you want to confirm.
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On the Details of Node screen, information is separated into tabs.

The tabs displayed differ depending on the type of device.
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The following shows a screen sample when the target node is a server.

- To confirm information for the CPU and memory installed on the server

Select the [Component] tab.
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- To confirm information for the OS that is installed on the server

Select the [OS] tab.
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For other operations involving node management, refer to the following chapters in "Operating Procedures.”
- "Chapter 3 Register/Set/Delete a Managed Node"

- "Chapter 6 Other Functions to Manage/Operate Nodes"
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2.4 Procedures for Using Monitoring

Monitoring is a function that can be used for the following purposes.

- Receiving event notifications (SNMP traps) from nodes as well as monitoring changes in statuses

- Periodically recording CPU/memory availability and sensor values such as CPU temperature/intake temperature as well as making
comparisons with specified threshold values

- Issuing external alarm notifications for event notifications and monitoring results

The following items are set as the default monitoring items when a node is registered.

Table 2.3 Default monitoring items for when a node is registered

Default monitoring items Description
Overall status The overall status value of the managed node is monitored.
Power consumption The power consumption of the managed device as well as each individual component are
monitored.
Temperature information The temperature inside chassis, air inlets, and other locations are monitored.
Statuses of the various LEDs Power LEDs, CSS LEDs, Identify LEDs, and Error LEDs are monitored.
This is only applicable for PRIMERGY .

QJT Note

The details for items that can actually be managed differ depending on the type of device.
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2.4.1 Monitor the Changes in Node Statuses

You can receive event notifications (SNMP traps) from nodes. You can also monitor the changes in node statuses.

The following shows how to confirm the change in status for a node.
This procedure describes how to confirm the status of a node when a severe error has occurred in a node.

1. On the ISM GUI, confirm whether an error has occurred.

An icon that indicates that an error has occurred is displayed on the upper-middle part of the screen.

Icon Description

‘ An Error level alarm status.

- Thisicon indicates that a node has notified ISM that a severe error (CRITICAL level SNMP trap) has occurred
on the node.

0 An Error level status.

This icon indicates that the status of a managed node is an Error level status.

A Warning level alarm status.

This icon indicates that a node has notified ISM that a MAJOR or MINOR level SNMP trap has occurred on
the node.

9 An Unknown level status.

This icon indicates that an error has occurred on the node and the status cannot be confirmed.

The number to the right of these icons indicate the number of nodes in which an error has occurred. These icons are not displayed
when an Error level or Warning level error has not occurred.

2. Select the icon that you want to confirm the errors for.

A list of nodes in which an error has occurred is displayed.

-31-



3. From the list of nodes that have errors, select the node name that you want to confirm the error status for.

The following is an example of a node list in which an Error level alarm status has occurred.

Mode Name I

ﬂ Server_01 1
=

Storegae_01 1

4. On the Details of Node screen, select the "Error* alarm status on the [Properties] tab to confirm related events when an error has
occurred.
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5. Onthe "Correlated Event" screen, confirm related events by selecting the tabs ([Operation Log] tab, [Audit Log] tab, or the [SNMP
Traps] tab).

You can investigate the cause of the Error level alarm status.

Conelated Event [Senve_07)
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6. Clear the alarm when the error is resolved.

Select the [Clear Alarm] button.

Conelated Dvent (Senved_07)
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-
P " i = =
L any i
0 ™ .
o - - o

2.4.2 Monitor CPU/Memory Availability and Temperature

You can periodically record CPU/memory availability and sensor values such as CPU temperature/intake temperature as well as make
comparisons with specified threshold values.

As an example, this section describes how to confirm the CPU/memory availability and temperature of a server.

1. From the Global Navigation Menu, select [Management] - [Nodes].

Management v Evenls v Settings

(4]

Nodes

Node Groups
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2. On the "Node List" screen, select the node name.

8 [=] L] & i e e
[rrare— N e b e —a -
e W U i
] —e e .
"X | 2
=8 —O_[. Server_06 —
2 BAATH, [l
: o il Server_07 =
c] - DGO |
MRS CIA ® W Server_08 —
G - (TR LTI

3. On the Details of Node screen, select the [Monitoring] tab.

The items to be monitored for the node are displayed.
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Selecting the [Graph] button displays the information recorded for each monitoring interval in a graph. In the graph, the threshold
values are also displayed so you can identify the date and time a threshold was exceeded.

Example: To confirm the ambient temperature in a graph
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a. Select the [Graph] button in the row for the item to display in the graph (here, the ambient temperature: "Ambient
Temperature").
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b. On the "Monitoring Item Graph" screen, check the graph to identify the date and time the threshold value was exceeded.

2.4.3 Notify Monitoring Statuses

You can issue external alarm notifications for event notifications and monitoring results.

This section describes the setting procedure for alarm actions that provide mail notification when an error has occurred for "Table 2.3
Default monitoring items for when a node is registered."

The workflow for the setting procedure is as follows.
1. Set up the mail server (SMTP server) so that ISM can send mail.
Refer to "2.4.3.1 Set up a mail server (SMTP server)."
2. Set up the method (action) in which notifications are made externally from ISM
In this procedure, set up a specified mail address so that mail notification with a specific subject can be sent.

Refer to "2.4.3.2 Set mail notification as the alarm notification method (Action).”
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3. Set up the notification method (action) configured above and the notification targets.

Refer to "2.4.3.3 Set alarm notification methods and notification targets (Alarm Settings)."

2.4.3.1 Set up a mail server (SMTP server)

You must set up a mail server (SMTP server) if mail notifications are going to be received for errors and changes in the statuses of managed
nodes.

1. From the Global Navigation Menu, select [Events] - [Alarms].

Events v  Settlings v

; ; Events
3

Alarms

2. From the menu on the left side of the screen, select [SMTP Server].

TR <

Abyiwn Setteng

- -
it 2 ECTions -
I M ariger g Alarn o Ariany Enabied | (heabied

SHMP Manager
BAITP St
P p——— Mo Al
e SMTP Server

Shared Alarm Settings

3. From the [Actions] button on the "SMTP Server Settings" screen, select [Edit].

Actions w

Part Farnibe

TP v [P

Edit

Bl lae Semegh

4. Enter the setting items on the "SMTP Server Settings" screen, and then select the [Apply] button.

For a description on the setting items, select [ %] on the upper-right of the screen, and refer to the help screen.

2.4.3.2 Set mail notification as the alarm notification method (Action)

Set up the method (action) in which notifications are made externally from ISM when an error has occurred for monitoring items. As an
example, this section describes how to set up an action that sends mail.
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For details on other types of notification methods (actions), refer to "2.3.3 Action Settings" in "User's Guide."
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1. From the Global Navigation Menu, select [Events] - [Alarms].

Events v  Settings v

Events

Alarms

2. From the menu on the left side of the screen, select [Actions].
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3. From the [Actions] button on the "Action List" screen, select [Add].
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4. Set [Action Name] on the "Add Action" screen, and then select "Send E-Mail" in [Action Type].

In this example, [Action Name] is set as "Mail Report."”

Agld Ay
[ e e
et B B
i St ¥
—Select-—
Execute Remote Script
Send/Forward Trap
Forward Syslog
[

5. After entering Recipient Address, Mail Subject, etc. on the "Add Action" screen, select the [Apply] button.
For a description on the setting items, select [ i#] on the upper-right of the screen, and refer to the help screen.
As an example, the following content is set for mail notifications when an error has occurred for a default monitoring item.
- Mail Subject: "Monitoring Error Report"
- Mail Body: "Node status was changed to error"

In "Recipient Address," enter the mail address of the administrator that will receive the mail notification.

Rkl A i ¥
I s ] Action Name * Mail Report
e Suge—
D — Action Type * Send E-Mail
g Bl
; Recipeent Address * wxnax(ifupiteu com
h
M el - —,
.
Sender Address nxxxxiupitsu com
i Bty - PRI —
Mail Subject * Macro Monitanng Error Riepeort
rw rpgram NPT —
" Mail Body * Macia MNode status was changed 1o error
. : -
Encryption Encrypt e-mail before sending

_E] Point
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You can confirm whether the set action is executed correctly.
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Select the [Display the Action test screen after clicking Apply button.] check box on the bottom part of the "Add Action" screen. Since
the screen will be displayed after the action is applied, perform the test.

Action Test @
Teal The lollowing s lisn,
I Toswer whethed the teat wan wsicesalel, check if the teat mail ssived at the devtination mail addrea
Edit dctwon
Action Hame Mail Report
hetwon Type Sernd E -l
Recpoent Address 0000UETUITSY. com
Sender Address 0000UETUITSY. Com
Mail Subspect ionitoring Error Report
Masl Body Hode Status was chenged 1o emor
Encryption Encrypl e-mail before sendang
Close
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After action is added, the set action is displayed on the "Action List" screen.

Here, you can confirm the "Action Name" and "Action Type" set in Step 4.

"- Aol
Artans
ctaon Mamar hrtian Typr
WEF Lanage
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Action Name
Ml Dot Send E-Mail
Jaill Report

2.4.3.3 Set alarm notification methods and notification targets (Alarm Settings)
You can define created alarm notification methods (actions) and notification targets (type and event), and set alarms.

As an example, this section describes "Error Event" as the definition of an alarm and is configured to the following settings.

Item Description
Notification target The error or event in ISM (the error that has occurred in a default monitoring item)
Notification method The action created in "2.4.3.2 Set mail notification as the alarm notification method (Action)™ (Action
Name: "Mail Report™)
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1. From the Global Navigation Menu, select [Events] - [Alarms].

Events v  Sett

Events

Alarms

ings v

2. From the menu on the left side of the screen, select [Alarms].

Al Sl tings

Alarm Settings Alarm Lis
Alarms
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3. From the [Actions] button on the "Alarm List" screen, select [Add].

Shired Alarmn Seflra)i

target Eeentx

Filter

Actions w

rd

Acligna v
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4. Enter the alarm name (1. Alarm Name" screen in the "Add Alarm" wizard).

In this example, the alarm name is set as "Error Event."

Add Alarm

Error Event

3. Evenl

Enter Alarm Name.

Alarm Name *

Error Event

&, Confirmation

Next || E:maﬂ.

5. Set the target for alarm notification (2. Target" screen in the "Add Alarm" wizard).

In this example, the target for alarm notification is set to "System."

Errors and events in ISM are the target.

Add Alarm

1. Alarm Hame

Select the applicable type,

Applicable Type * ~—-Sehart-——

System

Hodes (for each node)
Hodes (a1l Nodes)
Hodes (Hode Group)

i

5. Confirmation

—Select—

System

Nodes (for each node)
Nodes (All Nodes)
Nodes (Node Group)

| cance |

(o= ]
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6. Select the checkbox for an event from the event list (3. Event" screen in the "Add Alarm" wizard).

In this example, the row in which "Severity" is "Error" and "Event Type" is "All-Error-Events" is selected.

Add Alarm )

i i m o

Select whether you want bo recenre svends o braps

Event Type * Frents
Q, Nr®

Sevetity Evesdt ID Event Descriptsn
ﬂ 3 Ervor . Ai-Ermor Events This is apphcabin to &l events with a severty of Ermos.

i v . This is apphcabie to a1 events with a severty of

Severity Event ID Event Description 1
Cancel
u €3 Emor . All-Error-Events This is apphcable 1o all events with & severity J
This i ) 1o al i j
& Waming - Al Warning Events his is apphcable 10 all events with a severity g

7. Select the action name from the defined action list ("4. Actions" screen in the "Add Alarm" wizard).

In this example, the action name ("Mail Report") created in "2.4.3.2 Set mail notification as the alarm notification method (Action)"
is selected.

Addd Alarm @
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Action Mame

Mail Report
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8. Confirm the content, and then select the [Apply] button ("5. Confirmation" screen in the "Add Alarm" wizard).

Add Alsim T
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This finishes the alarm settings.

2.5 Procedures for Using Firmware Management

Firmware Management is a function that operates firmware updates for multiple managed nodes together and manages versions of the
firmware in an integrated manner.

By using Firmware Management, you can reduce the amount of maintenance work for managed nodes.

When updating firmware, you must import the firmware data into ISM in advance. The workflow for firmware updates is as follows.
1. Download the firmware data from the FUJITSU website ((1) in the figure below).
2. Forward the firmware data that was downloaded to the repository on ISM-VA ((2) in the figure below).

3. ISM will use the firmware data that was put into the repository to update the firmware of the target node ((3) in the figure below).
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Figure 2.5 Image of Firmware Management
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This section describes the procedure from firmware data preparation to the execution of the firmware update for the PRIMERGY BIOS/
iRMC.

The workflow for the procedure is as follows.
1. Prepare the firmware data for the firmware update.
Refer to "2.5.1 Prepare Firmware Data for a Firmware Update."
2. Import the firmware data into 1SM for the firmware update.
Refer to "2.5.2 Import Firmware Data into ISM."
3. Update the firmware.
Refer to "2.5.3 Update Firmware."

2.5.1 Prepare Firmware Data for a Firmware Update

Obtain the latest firmware data to apply to a managed node.

There are two ways to store the firmware data that is applied to managed nodes in the repository:
- Import a firmware data 1ISO image file from the provided DVD into the repository
- Import the firmware data for each node from the FUJITSU website into the repository
The firmware data for the PRIMERGY BIOS/iRMC can be found in the locations listed in the chart below.

Prepare the DVD and the firmware data listed in the chart below. If the data is in DVD format, prepare the appropriate 1SO image files.

Table 2.4 Firmware data to be prepared (When updating PRIMERGY)

Target firmware Firmware Firmware data to be used/Location from which to obtain
Type (sort)
iRMC of PRIMERGY iRMC ServerView Suite Update DVD (11.15.09 version or later) [Note 1]
Or the firmware data that can be downloaded from the following website
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Target firmware Firmware
Type (sort)

Firmware data to be used/Location from which to obtain

https://support.ts.fujitsu.com/ [Note 2]

BIOS of PRIMERGY BIOS

ServerView Suite Update DVD (11.15.09 version or later) [Note 1]

Or the firmware data that can be downloaded from the following website

https://support.ts.fujitsu.com/ [Note 2]

[Note 1]: To obtain the ServerView Suite Update DVD image, refer to the following website:
https://support.ts.fujitsu.com/IndexDownload.asp?Ing=com&SoftwareGUID=

ISM supports 11 (11.15.09 or later), 12, 13, 14 (except 14.21.09), and 15th editions of the ServerView Suite Update DVD.

[Note 2]: Download Flash File.

E’ Point
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The firmware data to be used depends on the firmware update target.

For details on firmware data preparation for firmware other than the firmware in the "Table 2.4 Firmware data to be prepared (When
updating PRIMERGY)," refer to "2.13.2.1 Storing and deleting firmware data" in "User's Guide."
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2.5.2 Import Firmware Data into ISM

This section describes the procedure to import firmware data that was prepared in "2.5.1 Prepare Firmware Data for a Firmware Update."

This is the procedure for importing firmware data from the DVD.

1. From the Global Navigation Menu, select [Structuring] - [Firmware/Driver].

PP FLUTTSLI Sl
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Structuring v Manageme

Node Reqistration
Firmware/Driver

Jobs

2. From the menu on the left side of the screen, select [Import].
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https://support.ts.fujitsu.com/
https://support.ts.fujitsu.com/
https://support.ts.fujitsu.com/IndexDownload.asp?lng=com&SoftwareGUID=

3. From the [Actions] button on the [Import Data List] tab, select [Import DVD].

FUlITHS FUMITSA Softeare Inlrastniciune Marager Tamb s Auresg ety 3 e i e

Tl ree
lipsiate
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Actions
Impart Stana Import Duta it OV

Import DVD

Import Firmware

4. Enter the items to select the firmware data on the "Import DVD Image (1SO)" screen, and then select the [Apply] button.
For a description on the setting items, select [ %] on the upper-right of the screen, and refer to the help screen.
The firmware data is imported from the DVD.

E’ Point
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DVD import may take some time to complete. After starting the import, the operations are registered as ISM tasks. Confirm the
current status of the task on the "Tasks" screen.

When you select [Tasks] from the top of the Global Navigation Menu, a list of tasks is displayed.
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2.5.3 Update Firmware

This section describes the procedure for updating the PRIMERGY BIOS/iRMC using the firmware data that was imported in "2.5.2 Import
Firmware Data into ISM."

gn Note

Do not perform operations that interrupt nodes that are updating (such as turning the power off).

1. From the Global Navigation Menu, select [Structuring] - [Firmware/Driver].

it FLITSL S ture Plaruger venin R . sdrenairatar

Structuring v Manageme

Node Reqistration

FirmwarelDriver

Jobs
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2. Set the node to be updated to Maintenance Mode.
a. On the "Node List" screen, select the node name.

b. On the "Node Information" screen, select the [Switch Maintenance Mode] button.

Node Information

Statun & Marma Switch Maintenance Mode

Power Statas o Poweer On

PXE Boot Port Kot specified. The first pord of onboard is wsed St

Mode information Retrieved Get Hode Infermation

Basic Infe | Switch Maintenance Mode I

Hode Mame
1

Power On | FRACHADOOE1T 1

PRIMERGY TS0 hid

Wendor Hame

Last Updated 2020,T4/02 1P Addrese i

Web UF LIRL

Clow

3. Onthe “Node List" screen, confirm the "Current Version" and the “Latest VVersion" for the node to be updated.

"Updatable" is displayed in [Status] for nodes that can be updated (there is a difference between "Current Version" and "Latest
Version," the firmware data for "Latest Version™ has been imported to ISM).

sdministrator
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Update Mode © Al v Filtar Set ol CM Ondina Info Retrieval Actions v
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Seript
Status Mode Name = IP Address ©  Model Mame = Type "  FW/Driver Mome = Cument Version @ ©  Latest (Onlne) @ ©  Latest (Offline) @ = |

2550 MJ_BIOS. R1.400 R1410 R1.410

Current Version @  Latest (Online) @  Latest (Offline) o S

R1.40.0 R1.41.0 R1.41.0
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4. Select the checkbox for the node to be updated, and then from the [Actions] button, select [Update Firmware/Driver].

You can select multiple nodes.
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5. Follow the "Update Firmware/Driver" wizard and execute the operations according to the instructions on the screen.

You can schedule a firmware update in “Update Settings" screen in the "Update Firmware/Driver" wizard.

Update Firmware/Driver

Saloct Vorsion Decumant

Select schadule and options of the update.
Scheduling:
o Start the update immediately
Start the update at the specified time

20 11 16

Opitions:

Update Settings

Swirtch to the 'Maintenance Mode' when the update.

I, Note that Monitoring is interrupted while in Mamtonar]
(i.e. status, performance, and threshold monitoring).

@

Senpt Settings Confirmation

Select schedule and options of the update.

Scheduling:
© Start the update immediately

Start the update at the specified time

20 1| 18

Back Mot | I Cancel

- If specifying a date and time for firmware updates

Select [Start the update at the specified time], and specify the date and time for execution.

Check the operation status on the "Jobs" screen since it is registered as an ISM job.

The job ID is displayed in the "List of Jobs" field in the result confirmation dialog box displayed after execution. The job list is
displayed when you select [Structuring] - [Jobs] from the Global Navigation Menu. Identify the job based on its job ID.

- If you selected [Start the update immediately] and the firmware was updated

After starting the update, since the task is registered as a "Task" in ISM, confirm its current status on the "Tasks" screen. After
executing the update, the "Task Details" field in the dialog box for confirmation of the result displays the task ID.

The following tasks types are registered under Firmware Update tasks.
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- Online Update: Updating firmware
- Offline Update: Updating firmware (Offline mode)

When you select [Tasks] from the top of the Global Navigation Menu, a list of tasks is displayed. Identify the appropriate task
by its task ID and task type.

6. After confirming that the task is complete, turn off Maintenance Mode for the target node.

This finishes the server firmware update.
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IChapter 3 Maintaining ISM

This chapter describes how to handle common problems in ISM, backup the ISM environment in case of trouble during operation, and the
countermeasures for errors that may occur with ISM functions.

E) Point
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- A console (a command-line interface for operating ISM-VA) is used for ISM maintenance operations. For details, refer to "User's
Guide.”

- Only ISM administrators can perform maintenance operations.
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3.1 Updating ISM

If you need patches, upgrades, or MIB files for ISM, contact your local Fujitsu customer service partner.

3.1.1 Apply Patches to ISM-VA

This section describes the procedure to transfer a patch file (ISM280_xxx_SxxxXxxxxx-xX.tar.gz) to "/Administrator/ftp" for ISM-VA and
to apply the patch.

You can upload a patch file to ISM-VA from a management terminal using the ISM GUI. After uploading the file, you can then apply the
patch by using the console.

gn Note

- Back up ISM-VA before applying patches.
To back up ISM-VA, refer to 3.2 Backing up ISM-VA."

- If you have upgraded to ISM 2.8.0 from ISM 2.7.0.030 and earlier and you have not used the system update command, you cannot use
Log Management after applying the patch.

You must execute the command after restarting ISM-VA to be able to use Log Management. Refer to Step 12 and Step 13 for details
on running the system update command.

- ISM-VA disk space is used for system updates. For disk space requirements, refer to ""System updates after applying a patch or upgrade™
in "1.3.1 Requirements for Hypervisor to Run ISM-VA (Virtual Machines)" in "User's Guide."

E’ Point
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The following is an overview of the patch process.
1. (Step 1 - 3): Determine the amount of disk space required to apply the patch.
2. (Step 4 - 11): Procedure to apply the patch.
3. (Step 12 - 13): Procedure to update the system.

1. Confirm the amount of disk space required for when the patch is applied.

a. Log into ISM-VA from the console as an administrator and execute the following command.

# appl y-update

One of the following messages is displayed. (The sentences after the * are not actually displayed on the screen.)
If (Message 3) is displayed, Steps b to d are not needed.

(Message 1)

-50 -



Ready to start System update.

Nurmber of total node |ogs: 75416 *Nunmber of node logs for all nodes
Di sk size required for system updates: 31.1MB *Amount of di sk space required
Si ze of avail able space: 20.8MB *Current avail abl e disk space

Not Enough hard di sk space for system update without del eting Node Log.

If systemupdate without del eting Node Log, after selection “0: Cancel System Update” pl ease
free at least an additional 31.1MB of disk space on /' .

If you do not need the node | ogs, please select "1: SystemUpdate (Del ete Node Log)" fromthe
menu bel ow.

1: System Update (Del ete Node Log)
0: Cancel System Update
Pl ease sel ect one of the node:

E) Point
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If "Disk size required for system updates" appears in the message, the node logs must be deleted during the system update due
to lack of disk space.
If you want to keep past node logs, execute one of the following.

- Confirm the amount of space in "'Size of available space" (Current available disk space) and free up memory until you have
the amount of space mentioned in "Disk size required for system updates."

- Refer to "2.5.6 Downloading Node Logs" in "User's Guide" to download node logs beforehand.
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(Message 2)

Ready to start System update

Nurmber of total node |ogs: 27364 *Nunmber of node logs for all nodes
Ti me of System update depends on the number of Node | og.

If you do not need the node | ogs, please select "1: SystemUpdate (Del ete Node Log)" fromthe
menu bel ow.

"Del ete Node Log" contributes to shortening of System upgrade.

1: System Update (Del ete Node Log)

2: System Update (Node Log Undel et ed)
0: Cancel System Update

Pl ease sel ect one of the npde:

(Message 3)

Your systemis up to date.

b. Confirm the number (Number of node logs for all nodes registered in ISM) in the "Number of total node logs" row.
C. Select "0: Cancel System Update" to close the message.
d. Calculate the required disk space using the following formula.

<Number confirmed in Step b> x 500 Bytes

2. Log in to ISM-VA from the console as an administrator, check the system space (entire ISM-VA), and free disk space for the
Administrator user group.

# i smadm vol une show -di sk

To determine the amount of free disk space in the system (entire ISM-VA), see "Avail" in the "/" mount location.
If you have allocated virtual disks to the Administrator user group, also check the free disk space in the Administrator user group.

Refer to "Avail" in the "'RepositoryRoot'/Administrator" mount location for free disk space for the Administrator user group.
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3. Add the disks required for when the patch is applied.

Determine how much disk space is required to apply the patch based on the disk space calculated in Step 1 and the size of the patch
file.

- If no virtual disk is allocated to the Administrator user group
Free space required for the system (entire ISM-VA):
The total of the "capacity calculated in Step 1" and the "capacity approximately six times the patch size"
- If virtual disks are allocated to the Administrator user group
- Free space required for the system (entire ISM-VA):
"About three times the patch size"
- Administrator user group requires:
The total of the "capacity calculated in Step 1" and the "capacity around three times the patch size"

If you run out of space, add virtual disks for both the system (entire ISM-VA) and the Administrator user group. Refer to "3.7
Allocation of Virtual Disks" and "4.6 Management of Virtual Disks" in "User's Guide" to add virtual disks.

4. From the Global Navigation Menu, select [Settings] - [General].

AITsy  FUNTSY Seltwate Bnbrrtntute Manasger

Sel I.i"F"'r w

Users

General

administialos ~
General Settings SM patch [ upgrade program
Trap Reception
Update 1SM

License - :
Shaned |'l||h’|o|'( Version information B0 [SI0FENN-XX)
CA Certificate

Upload
Mantenance Data
Uplosd
— ISM patch / upgrade
program
Proxy Setting program

Proxy Setting
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6. Select the [Update ISM] button.

FujiTsy  IFUJITSA Software Intrastrsctuse Manages

General Settings SM paleh | UpGrate program

Trap Recepion

License

Shared Disectony Version information 2510 [S20EDO00RKN)
CA Certificate

hantenance Data

Uphoad

ISM patch / upgrade
[program

Proxy Setting

Help ¥ administralor

Update ISM

l7 [ Update ISM |

The "ISM Patch / Upgrade Program" screen is displayed.

7. Select "Local" from [File selection method] and drag and drop the file to upload to the GUI of ISM.

I5M Patch f Upgrade Program =
Specify the file information to apply.
File selection methad * n Local FTP Shared Directony
File Path * . Browse
User Name
Passwornd
File selection method * @) Local FTP Shared Directory
File Path * Browse
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8. Enter your login password in [Password] and select the [Confirm] button.

ISM Patch / Upgrade Program

Specify the file information to apply.

File selection method * o Local FTP Shared Directory

File Path =

User Hamie administrator

ISM2B0_00x_Si00000000-3x 1arge X

Password *

Show passwaord

9. Check the display contents, select the [Above contents are correct] checkbox and select the [Yes] button

Confirm I5M Patch / Upgrade Program

below, and then press the [Yes] button. After you execute, restart ISM-VA
1, This operation cannot be cancelled.

1. Applying may take a few minutes.

I All monitering functions are interrupted during applying.

1. Automatically Im; out, and g0 to progress screen.

Type Patch

Version before Applying 2,80 [S20220000-XX)

Version after Applying 2.8.0.2000 (SOOI

Are you sure you want to apply ISM patch / upgrade program? Confirm the notes and check the checbox

Above contents are correct

)

Mo .
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The ISM patch is applied.

Progress of ISM Patch / Upgrade Program
FUjiTSu
FUJITSU Software Infrastructure Manager

The IS8 patch / upgrade program is running
Stopping I5M service (Elapsed: 00000:07)

I Iif you close the browiser you canngt recheck the Progress

10. Wait until application of the patch is completed.

After application of the patch is completed, clear the cache, and go to the login screen.

Progress of ISM Patch / Upgrade Program

D
FUJITSU
FUJITSU Software Infrastructure Manager

The I5M patch / upgrade program was successfully applied
Update fnished successfully (Elapsed: 00:03:53)

You must clear the cache and go to the login screen

11. After logging into ISM, confirm that the patch is applied.

Fujirsy  FUITSU Saltware Infrastiacduie Manager ting »  Munagement v Eeents »  Seftings v Help ~ administratar ~
@ Application of 15M patch/upgrade pevgram was successhully completed. (Update finished successfully [SM2.8.0 00 (S0000000CI00 X > =
Status T Alanm Stafus T
(] |
@
o
]
All Nodes (@) All Hodes (0 )

12. Log in to ISM-VA from the console as an administrator and execute the following command.

# appl y-update

If the following message is displayed, the system is already up to date. The procedures below are not required.

Your systemis up to date.
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13.

If the following message is displayed, you must update the system.

- If there is enough disk space required to save node logs

Ready to start System update

Number of total node |ogs: 27364

Ti me of System update depends on the nunber of Node | og.

If you do not need the node | ogs, please select "1: System Update (Del ete Node Log)" fromthe
menu bel ow.

"Del ete Node Log" contributes to shortening of System upgrade.

1: System Update (Del ete Node Log)

2: System Update (Node Log Undel et ed)
0: Cancel System Update

Pl ease sel ect one of the npde:

- If there is not enough disk space required to save node logs

Ready to start System update.

Number of total node |ogs: 75416

Di sk size required for systemupdates: 31.1MB

Si ze of avail abl e space: 20.8MB

Not Enough hard di sk space for system update without del eting Node Log.

If systemupdate wi thout deleting Node Log, after selection “0: Cancel System Update” please
free at least an additional 31.1MB of disk space on ‘/’ .

If you do not need the node | ogs, please select "1: System Update (Del ete Node Log)" fromthe
menu bel ow.

1: System Update (Del ete Node Log)
0: Cancel System Update
Pl ease sel ect one of the node:

For more details, refer to "4.17 Application of Patches™ in "User's Guide."

The system update process continues in the background.

Qn Note

- Do not turn off ISM-VA during a system update. In the unlikely event that ISM-VA is rebooted, restore to a version of ISM-VA
that was backed up before the patch was applied.

- During a system update, if you perform an operation that uses a lot of system space, such as a DVD import, the system update
may fail. In this case, perform the system update again.

From the Global Navigation Menu on the ISM GUI, select [Events] - [Events].
On the [Operation Log] tab, confirm that a log with the message ID "10140003" is output.

The system update is complete if the *10140003" log is output.

E’ Point
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The system update failed if the "50140050" log is output.

Collect maintenance data for ISM and contact your local Fujitsu customer service partner.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

This finishes the procedure for applying the patches to ISM-VA.

3.1.2 Upgrade ISM-VA

You can upload an upgrade file to ISM-VA from a management terminal using the ISM GUI and perform the upgrade.
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Qn Note

- If you want to upgrade from V1.0 - V1.5 to V2.8, contact your local Fujitsu customer service partner.
- Before upgrading, back up ISM-VA. To back up ISM-VA, refer to 3.2 Backing up ISM-VA."
- If you have upgraded from ISM 2.7.0.030, you cannot use Log Management.

You must execute the command after restarting ISM-VA to be able to use Log Management. For details on executing the command,
refer to "4.18 Upgrade of ISM-VA" in "User's Guide."

- ISM-VA disk space is used for system updates. For disk space requirements, refer to ""System updates after applying a patch or upgrade™
in "1.3.1 Requirements for Hypervisor to Run ISM-VA (Virtual Machines)" in "User's Guide."

1. Calculate the amount of disk space required for when the patch is applied.
a. From the Global Navigation Menu on the ISM GUI, select [Management] - [Nodes].
b. Select the node name on the "Node List" screen.

On the Details of Node screen, select the [Properties] tab, and check the number of logs displayed in "Node Logs."

o

d. Add up the number of Node Logs for all nodes registered with ISM and use the following formula to calculate the required disk
space.

<Nunber of Node Logs for all nodes> x 500 bytes

2. For the rest of the procedures, execute from Step 2 in "3.1.1 Apply Patches to ISM-VA."

Read "patch" as "upgrade

3.1.3 Set up an MIB File

MIB is public information regarding the status of network devices managed with SNMP, and is standardized as MIB-I1, which is published
as RFC 1213. An MIB file is a text-based file that defines this public information. To send and receive SNMP traps, the receiving side is
required to save an MIB file provided by the device side.

Add/update the MIB file in the following cases.
- If you want to add a new MIB file to receive SNMP traps from non Fujitsu devices.
- If you want to update an MIB file already registered in ISM to execute a firmware update.

You can upload an MIB file to ISM-VA from a management terminal using the ISM GUI. After uploading the file, you can register the MIB
file by using the console.

1. Upload the MIB file to ISM-VA from a management terminal using the ISM GUI.
For this procedure, refer to Steps 1 - 7 in "3.1.1 Apply Patches to ISM-VA."
On the "Upload File" screen, select the following.
- File Type: MIB file
- Upload Target Path: /Administrator/ftp/mibs
2. From the console as an ISM administrator, log in to ISM-VA.

3. Execute MIB file registration command.

# ismadm i b i nport

E) Point
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You can display and delete the MIB files registered on ISM-VA by using the following commands.
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- Display MIB files

# ismadm m b show

Delete MIB files

# ismadmnib delete -file <MB file nanme>
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3.2 Backing up ISM-VA

The following methods can be used to back up ISM-VA:

- Back up ISM-VA with the hypervisor
- Back up ISM-VA with the ISM-VA Management Command
This section describes how to back up ISM-VA with the hypervisor.

For the procedure on backing up ISM-VA with the ISM-VA Management Command, refer to "8.1.2 Back up ISM" in "Operating
Procedures."

Qn Note

Before backing up ISM-VA, stop ISM-VA.

3.2.1 Prepare to Back up ISM-VA (Stopping ISM-VA)

Use the ISM-VA command to stop ISM-VA.

1. Start the ISM GULI.
Log in as an ISM administrator.
2. Terminate all operations.
View the "Tasks" screen to confirm that all tasks are terminated.
a. At the top of the Global Navigation Menu, select [Tasks].
b. Onthe "Tasks" screen, check that the status has become "Completed" or "Cancellation completed.”

C. Ifthereare tasksthat are not either "Completed" or "Cancellation completed," then either wait for them to finish or cancel these
tasks.

If you want to cancel all tasks, select the tasks that are running, and then select the [Cancel] button.
Cancel all tasks that are currently being executed.

Tasks of the "Updating firmware" (firmware update process) type may not be aborted when you cancel them. In this case, you
must wait until these processes finish.

Ln Note

Terminating ISM-VA with any tasks still running may cause task processing to be interrupted with an error and result in incorrect
operating behavior in later operations.

Therefore, be sure to either wait until all tasks finish, or cancel them manually and then, only when processing for canceling has
finished, terminate ISM-VA.

3. Log out from the GUI of ISM, and then close the GUI.

4. Start the console and log in as an ISM administrator.
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5. To terminate ISM-VA, execute the termination command of ISM-VA.

# i smadm power stop

3.2.2 Back up ISM-VA

ISM-VA is backed up by using the exporting function of the hypervisor.

The following describes the procedure for backing up ISM-VA on each hypervisor.
- Back up ISM-VA running on Microsoft Windows Server Hyper-V
- Back up ISM-VA running on VMware vSphere Hypervisor 6.5 or VMware vSphere Hypervisor 6.7
- Back up ISM-VA running on KVM

g._z] Note

You can use Nutanix AHV as a hypervisor for the KVM version of ISM-VA. However, when using Nutanix AHV, you cannot back up ISM-
VA using the hypervisor export function. Use the replication function for Nutanix remote. For details, refer to the Nutanix documentation.

Back up ISM-VA running on Microsoft Windows Server Hyper-V
In Hyper-V Manager, right-click on the installed ISM-VA, and then select [Export].

= RIS M 200 i -
| C |

2 lotest onnect...
4

e Settings... —
Qheckpnii Start

Checkpoint chir

Move...
Export...

Rename...

[~
Wy
Delete...

Enable Replication...

Help

Back up ISM-VA running on VMware vSphere Hypervisor 6.5 or VMware vSphere Hypervisor 6.7
In vSphere Client (HTMLS5), right-click on the installed ISM-VA, and then select [Export].
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Back up ISM-VA running on KVM
Back up the KVVM files that are stored in the following locations to arbitrary other locations as required.
- letc/libvirt/qgemu

- Ivar/lib/libvirt/images

3.3 Collecting Maintenance Data

You can collect maintenance data required for investigations when a failure has occurred in ISM.

There are two ways to collect the maintenance data of ISM, one is using the GUI and the other is using a command.

You can collect a ve-support log from vCenter if vCenter is registered in the cloud management software in ISM when Virtual Resource
Management maintenance data is required.

3.3.1 Collect Maintenance Data with the GUI

Log in to the ISM GUI to collect and download the maintenance data with the following procedure.

Collect maintenance data

Batch collection of maintenance data takes several hours to complete and requires large amounts of free disk space. For details, refer to
"3.2.1.5 Estimation of required disk space for maintenance data" in "User's Guide."
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1. From the Global Navigation Menu, select [Settings] - [General].

FUjiTsy  FUITSL Solvmate Babirtnuciute Mansged

its v Seltings v

Users

General

Garsil Seminge

e Managamers

Satiaee

Trap Fecepton Slaha L e, Localos muul Plagricd Tiene —

CA Certificate

Maintenance Data

Upload

e 26664 MB | Actions v ;

Hg Collect
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4. Select Collection Period and Collection Target on the "Collect" screen, and then select the [Run] button.

Collect @

Set the collection information.

Collection Period © specify by Date Entire Period
Start Date 03/03/2020
End Date 04/03/2020

Collection Target O rud Limited €

- Collection Period
- Entire period
- Specify by Date: Specify Start Date and End Date for collection

- Collection Target

- Full; Collection of ISM RAS Logs, ISM-VA Operation System Logs, and database information together

- Limited: Collection of ISM RAS Logs only

Collection starts and the progress of the collection is displayed in the [Status] column.

reneral Setbng:

Ciud Management
Saftwcare

T Pabtaplot aahs File Hame Gieated Date Elapsed Time e

upkeat Status File N

To refresh the displayed progress, select the [Refresh] button on the upper-right of the screen on the ISM GUI.

The progress can also be checked from the "Task" screen. The task type is "Collecting Maintenance Data."
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When the collection is complete, the Status icon becomes "Complete" and you can download the data.

General Setting: thamrter

NPT R—
-

Trag Recepbion
e «-—T»
shaeed Dveetury

LA Cerlilcate

‘lgintenance Cuts

Download maintenance data

File Name

ismsnap-10-203

1. From the Global Navigation Menu, select [Settings] - [General].

AT FUNTSU Soltmat babrenictute Manage

Garsil Seminge

e Managamers

Satiaee

its v Seltings v

Users

General

Trap Fecepton Slaha

Litwiie

hased Dpctory

A e

CA Certificate

Hannerynce [uis
[E]

Maintenance Data

PP Portal Lk

FEM e e e

Upload

program

Peany Tefiey

Llagnod g
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3. On the "Maintenance Data" screen, select the [Download] button of the maintenance data that you want to collect.

Trag Recepion Stabm Pl b Ervalod Cuin Elagurd Tere Sive

.......

T MB Download

4. Download the maintenance data according to the download confirmation of the browser.

gn Note

- The maintenance data collected from the “Maintenance Data" screen in GUI of ISM are retained in the following directory and only the
maintenance data under this directory will be displayed.
Maintenance Data storage directory: /Administrator/transfer

The maintenance data retained in the FTP communication directory of ISM-VA, "/Administrator/ftp,” are not displayed on the
"Maintenance Data" screen.

- The maintenance data will be retained for five generations. If it exceeds five generations, it will be deleted automatically from the oldest
creation date and time.

- The maintenance data will be deleted automatically 5 weeks after collected.

3.3.2 Collect Maintenance Data Using a Command

Use the ISM-VA commands to collect ISM maintenance data.

gn Note

Batch collection of maintenance data takes several hours to complete and requires large amounts of free disk space. For details, refer to
"3.2.1.5 Estimation of required disk space for maintenance data™ in "User's Guide."

1. After starting ISM-VA, log in to ISM-VA from the console as an ISM administrator.

2. Collect the ISM maintenance data.

The following are part of some examples. Refer to "8.2.2 Collect Maintenance Data to Execute the Command" in "Operating
Procedures."”

- For the batch collection of ISM RAS Logs, ISM-VA Operating System Logs, and database information with a collection period
(2021/12/10 to 2022/1/10) specified.

# i smadm system snap -dir /Administrator/ftp -full -from 20211210 -to 20220110
snap start
Your snap has been generated and saved in:

/ Admi ni strator/ftp/isnsnap-20220110175808-20211210-20220110-full.zip

- For the batch collection information of ISM RAS Logs, ISM-VA Operating System Logs, database information, collected
statistics information by Anomaly Detection and Packet Analysis of Virtual Network (collection period required).

A collection period (2022/05/18 to 2022/05/19) is specified.
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# i smadm system snap -dir /Administrator/ftp -full -extstats -from 20220518 -to 20220519
snap start
Your snap has been generated and saved in:

/ Admi ni strator/ftp/isnmsnap-20220519072513-20220518-20220519-ful | -extstats. zip

E’ Point
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- "-dir" specifies the output destination path. You can retrieve maintenance data collected by FTP access by specifying the file
transfer area described in "2.1.2 FTP Access” in "User's Guide."

- To specify the period of maintenance data to be collected, specify the collection start date and collection end date by adding the
"-from" and "-to" options. Specify the date in "YYYYMMDD" format. If you specify the period of maintenance data to be
collected, the collection start date and collection end date are added to the file name. The collection start date and collection end
date are set based on the time zone set in ISM-VA.

If no period is specified, maintenance data is collected for the entire period.
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3. Access FTP as an ISM administrator from a management terminal, and download the collected maintenance data.

gn Note

The five latest files are stored in the maintenance data created in the directory where the maintenance data is stored. Use the FTP client
software and manually delete maintenance data that are no longer required.

3.3.3 Collect Maintenance Data for Virtual Resource Management

You can collect a ve-support log from vCenter if vCenter is registered in the cloud management software in ISM. For details, refer to "To
collect ESX/ESXi and vCenter Server diagnostic data” from the following URL.

https://kb.vmware.com/s/article/2032892

In the log collection procedure in the URL above, when selecting the ESXi hosts to export logs to, select all the vVSAN cluster ESXi hosts
where an error has occurred.
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