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1.	 Introduction
In parallel with the remarkable evolution of AI in 

recent years, AI is being increasingly accepted by so-
ciety, and opportunities for implementing it with real 
benefits to society are appearing at an explosive rate.  
Nevertheless, it has become clear that a variety of com-
plex and difficult problems brought on by the evolution 
of AI technology must be dealt with if AI is to be suc-
cessfully introduced into society.

For example, while the ability to solve existing 
business problems through the development of new 
AI technologies can create major business opportuni-
ties, finding the AI solution most suitable to a certain 
business problem from among many and varied AI 
technologies can be difficult.  At the same time, AI 
technology can be highly diverse in nature since many 
of its components such as data processing, machine 
learning, and distributed processing are intricately 
entwined.  This increases the labor required for imple-
menting and deploying the technology and the work 
hours for holding trials.  Additionally, as the training 
data input to AI increases in value, new problems such 
as data security, protection of personal information, 
and fairness are becoming increasingly complicated 

making it difficult to provide high-reliability AI solu-
tions (products and services).

Given this state of affairs, Fujitsu sees its mission 
as helping its customers solve their business problems 
through the speedy and high-reliability provision of AI 
solutions in line with business opportunities.  The key 
to accomplishing this is “co-creation” in which a cus-
tomer as a company faced with business problems and 
Fujitsu as a developer of AI technology work together 
to create new value.  Here, shortening the trial cycle 
between the customer and Fujitsu and increasing the 
frequency of interaction are essential to raising the 
quality of co-creation.  It is also important to deal with 
new complexities in the world by adding new Fujitsu 
high-reliability technologies while appropriating past 
successful examples of using AI that have been ac-
cumulated as knowledge and making use of existing 
high-reliability implementations.

Fujitsu Laboratories has developed AIEcosystem 
as a new platform for supporting the provision of AI 
solutions in response to these needs.

This paper provides a technology overview of 
AIEcosystem and discusses the platform’s usefulness.

In recent years, AI technologies have been applied to various fields.  At the same time, the 
difficulty in appropriately selecting AI technologies on the basis of actual business issues and 
implementing them in society is also becoming clear.  In addition to the provision of reliable 
AI solutions come security issues and other new problems.  The key to solving these issues is 
co-creation, where a company with a wealth of business knowledge suited for business issues 
cooperates with another company that creates AI technologies to explore possible solutions.  
Fujitsu Laboratories has developed AIEcosystem, a platform that closely connects sites that cre-
ate AI technology with business sites to facilitate quick provision of AI solutions.  AIEcosystem 
is characterized by its capability of storing AI technologies and past case examples in forms 
that actually function as knowledge and holding trials immediately without the need for im-
plementation and deployment.  This paper provides a technology outline of AIEcosystem and 
discusses the platform’s usefulness.
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2.	 AIEcosystem
This section describes the concept of the AIEcosystem 

platform plus its features, architecture, and use cases.

2.1	 Concept
The concept of the AIEcosystem is to provide a 

platform for accumulating and running “executable 
examples.”  An executable example is a formulation of 
information that enables a variety of examples involv-
ing data analysis, AI solutions, the use of AI technology, 
etc. to be reproduced as an execution environment 
through the use of a Docker1) container (hereafter, con-
tainer), a lightweight virtual environment.  As shown 
in Figure 1, an executable example consists of docu-
mentation, core program code, and a definition of the 
execution environment.

We note here that the literate programming2) 
style that integrates documentation and code as re-
flected, for example, by Jupyter Notebook3) has been 
widely used in the last few years.  The executable ex-
ample, however, is a new concept that expands upon 
that approach.  The following benefits can be obtained 
by including the execution environment definition in 
the target of documentation:
•	 Suppresses inconsistencies between the documen-

tation and execution environment and mismatches 
among OS, framework, and tool versions.

•	 Enables storage of know-how not explicitly con-
tained in the documentation and of procedures 
like infrastructure operation.

•	 Enables easy reuse of execution environments for 
actual operation and makes it easy to combine 
multiple execution environments.

An executable example is easy to describe.  Notation 
that users are familiar with such as Jupyter Notebook 
can be used to describe documentation and code, and 
complex elements such as distributed execution man-
agement are not needed to describe the execution 
environment definition.

The AIEcosystem is outlined in Figure 2.  The user 
searches for an executable example matching current 
objectives from among the collection of stored examples, 
implements and deploys the example chosen, and uses 
it for analysis, appropriation, extension, etc.  Within the 
AIEcosystem is a repository of executable examples that 
includes a function for accumulating them.  To execute an 
example selected by the user, AIEcosystem automatically 
allocates the necessary computing resources from an 
internally managed storage server group and computing 
server group mounting many CPUs and graphics process-
ing units (GPUs) to the container group, and places the 
example in a state that can be used by the user.  This se-
quence of processes is completed in only several seconds, 
relieving the user of the burden of implementing and 
deploying the executable example while also eliminating 
the bothersome task of securing servers.

The targets of containerization envisioning use 
by executable examples range from single-process 
programs to a set of microservices made up of multiple 
containers, and in actuality, include all configurations 
that AI solutions can take on.  This makes it possible 
to create a deployable executable example with a con-
figuration the same as that of a final deliverable AI 

Figure 1
Executable example.
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Overview of AIEcosystem.
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solution—this is the outstanding feature of AIEcosystem.

2.2	 Features of AIEcosystem 
AIEcosystem provides the following features:

1)	 Enables the immediate implementation, deploy-
ment, and trials of an example on a co-creation 
site.  A variety of practical configurations from 
small single programs to complex multi-server 
systems can be targeted for execution.

2)	 Enables the accumulation and searching of past 
examples that can serve as reference for solving 
business problems.

3)	 Simplifies the appropriation of past examples and 
makes it easy to extend them by adding on new 
AI technologies and high-reliability technologies.
To achieve these features, we established the 

concept of the “executable example” in AIEcosystem.  In 
addition to being execution environments, executable 
examples possess properties that enable them to be 
stored, searched for, accessed, and customized in much 
the same way as documents.  In other words, they take 
on the form of knowledge with high reusability.

The operations performed when using AIEcosystem 
typically result in the following flow: the user, such as a 
system engineer (SE) or analyst in the customer’s com-
pany or in Fujitsu searches through previously stored 
executable examples and retrieves the one that fits cur-
rent business problems, implements and deploys it, and 
analyzes, appropriates, and/or extends it to form a solu-
tion.  In addition, the act of searching for and retrieving 
an executable example can quickly expose the user to 
that execution environment.

2.3	 Architecture
The basic architecture of AIEcosystem is shown in 

Figure 3.  This architecture is typical of a platform as 
a service (PaaS) infrastructure and uses open-source 
software (OSS), a de facto standard for software, for a 
number of its constituent elements.  The accumula-
tion and browsing of executable examples is achieved 
using the GitLab4), the repository server of the Git5) ver-
sion control system.  However, given the inefficiency 
of storing the massive amounts of data for AI, such as 
training data and models, these data are accumulated 
by the GlusterFS6) distributed file system.  In addition, 
the Kubernetes7) container orchestration tool is used 
for container deployment, scaling, and management of 

computing resources.
AIEcosystem includes a proprietary functions 

section for integrating the OSS described above and 
achieving the previously described features.  The follow-
ing describes these functions.  To begin with, AIEcosystem 
has a function for reproducing an execution environment 
including massive data by mounting data stored on 
GlusterFS into a container when launching an executable 
example.  Next, AIEcosystem has an automatic-settings 
function.  In the past, users who wished to appropriately 
allocate computing resources and deploy containers have 
had to understand certain complex concepts to make set-
tings in Kubernetes.  AIEcosystem hides the complexity 
of Kubernetes and automatically makes settings thereby 
making it easier for users to use this tool.

AIEcosystem also has an authentication/au-
thorization function for managing access rights to 
executable examples, data, etc.  Additionally, it has a 
straightforward web application programming interface 
(API) that conceals the inner workings of OSS to make 
it easy for users to use the above functions, as well as 
a dashboard-type GUI that a user can begin using with-
out incurring any training cost.  We refer the reader to 
another paper written by the authors for details on the 
above functions.8)

2.4	 Use cases
We here introduce six typical use cases for 

AIEcosystem and illustrate, in particular, those of cre-
ating executable examples in Figure 4.  Note that the 
agent in use cases 1) to 5) is the user (an SE or analyst 
in the customer’s company or in Fujitsu).

Figure 3
Architecture of AIEcosystem.
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1)	 Search for AI technology that fits business prob-
lems or a similar executable example from the 
past.

2)	 Perform data analysis using an executable exam-
ple of AI technology that fits business problems 
and create an executable example of an analysis 
example.

3)	 Appropriate an executable example of a past ex-
ample similar to business problems and create an 
executable example of an appropriated example.

4)	 Create a new extended executable example by 
combining a base example with an executable 
example of new AI technology.

5)	 Create a solution based on a previously created 
analysis example.  This AI solution may be imple-
mented as an executable example in AIEcosystem 
at this time.

6)	 Register and share analysis examples created by 
users and executable examples of AI technology 
created by Fujitsu researchers and developers in 
AIEcosystem.
These six use cases cover most of the use and ac-

cumulation cycle of executable examples.

3.	 Evaluation
This section evaluates the usefulness of AIEcosystem 

in terms of usage as well as work hours and trial period.

3.1	 Expanded usage
AIEcosystem was first launched internally Fujitsu 

in FY2018.  The trends in usage conditions in terms 
of the number of in-house users and number of reg-
istered executable examples are shown in Figure 5.  
Interviews that we conducted revealed that there were 
initially many users who began using AIEcosystem for 
its practical aspects such as ease of deployment and 
ease of allocating computing resources, but as time 
went on, the number of users and organizations using 
executable examples also increased.  It was expected 
that using AIEcosystem would have great advantages, 
so the number of registered executable examples in-
creased in parallel with an increase in the number of 
users.  On the basis of the above, it can be said that 
the usefulness of AIEcosystem has been confirmed and 
that its use has been expanding.

3.2	 Reduced work hours and shortened trial 
period
We here introduce the case of deploying the 

Figure 4
Use cases of creating executable examples.
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Baker project as an example of how AIEcosystem can 
be used to reduce work hours and shorten the trial 
period.  Baker is a European AI project in Fujitsu for pre-
dicting the accuracy of negotiations and analyzing risk 
in negotiation.  We used AIEcosystem to deploy Baker 
in Japan.

To begin with, a version of Baker that was cur-
rently in use by a team at Fujitsu Laboratories of Europe 
Ltd. was registered in AIEcosystem in the form of an 
executable example, which was then appropriated by 
a team at Fujitsu Laboratories in Japan.  In this way, 
a Baker execution environment could be implemented 
and deployed with one click on AIEcosystem, that is, 
the original environment could be reproduced instantly.

By reconstructing the environment instantly, we 
were able to shorten the trial period.  We note here that 
differences in negotiation management systems and 
business customs between Europe and Japan resulted 
in a number of differences in data items, so some data 
preprocessing and redesign of feature quantities were 
necessary.  However, as a result of using AIEcosystem, 
there were many sections that could make use of 
knowledge within the original Baker executable ex-
ample, so these tasks could be completed with a 
minimum number of work hours.  In the end, what took 
nine months to develop in Europe could be completed 
in two months or less in Japan.

4.	 Related technologies
This section introduces technologies similar to 

AIEcosystem and explains why AIEcosystem is a supe-
rior platform.

Google Colaboratory9) is a service that provides 
users with a simple execution environment for Jupyter 
Notebook to facilitate collaborative data analysis.  It in-
tegrates documentation and code via Jupyter Notebook 
in the same way as many other related technologies.  
Google Colaboratory places importance on collaborative 
work, a stance that shares similarities with AIEcosystem 
that emphasizes co-creation.  AIEcosystem improves 
upon this by integrating the execution environment in 
addition to documentation and code through the use 
of executable examples.

Google AI Hub10) provides a function for accumu-
lating knowledge and enables the reuse of code and 
documentation as knowledge.  Amazon SageMaker11), 
is an integrated development environment that en-
ables users to easily build machine-learning models on 
the cloud.  Google AI Hub and SageMaker enable the 
accumulation and reuse of knowledge in the form of 
training jobs that do not, however, include knowledge 
of the execution environment.  AIEcosystem, on the 
other hand, also enables execution environments to be 
reused as knowledge.

Similar to SageMaker, Microsoft Azure ML Studio12) 
is an integrated development environment that can be 
used to build machine-learning models on the cloud 
with ease, and enables the use of Jupyter Notebook.  
However, deployment formats are predefined, which 
makes it difficult to build AI solutions with flexible sys-
tem configurations.  AIEcosystem, on the other hand, 
can handle execution environments with a variety of 
configurations from a single container to a multi-server 
system consisting of multiple containers.

Finally, Polyaxon13) is a platform for building, 
training, and monitoring AI solutions.  This platform is 
built upon Kubernetes and can handle flexible configu-
rations of containers.  However, it cannot use Jupyter 
Notebook and its training library is fixed, which places 
enormous burdens on the user at the time of analysis 
or implementation.  With AIEcosystem, on the other 
hand, there are, of course, no limitations on the use of 
Jupyter Notebook or library configurations

5.	 Conclusion
This paper introduced Fujitsu’s AIEcosystem as 

a new platform for quickly building and rolling out AI 

Figure 5
Trends in usage of AIEcosystem (2018).
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solutions that use AI technology.
AIEcosystem gathers together AI elemental tech-

nologies and high-reliability elemental technologies 
to provide developers with options in choosing tech-
nologies for building AI solutions.  It also accumulates 
successful data-analysis examples and AI solutions to en-
able the reuse of past examples through appropriation, 
extension, etc.  In addition, the prompt holding of trials 
through the use of executable examples can increase 
the frequency of interaction between the customer and 
Fujitsu and accelerate the business implementation and 
rollout of AI solutions.  Finally, the high degree of free-
dom of the AIEcosystem platform makes it easy to link to 
a variety of advanced technologies.

Going forward, our plan is to incorporate addi-
tional technologies such as continuous integration and 
continuous deployment (CI & CD) of AI systems, data 
privacy protection, trail management, and fairness as-
surance to continue the integration of AI technologies 
and accumulation of successful examples.  In this way, 
we aim to enable even faster provision of high-reliabil-
ity AI solutions in line with the business problems of 
Fujitsu’s customers.

All company and product names mentioned herein are trademarks or 
registered trademarks of their respective owners.
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