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1. Introduction
Until now, accurate and stable operations were  ex-

pected in ICT systems, such as corporate backbone systems 
and systems handling personal information.  Therefore, 
they were constructed and operated based on redundancy 
design and sufficient testing.  These systems are called sys-
tems of record (SoR).

At the same time, changes in business have also 
accelerated with the progress of recent Web technolo-
gies and the virtualization and container technologies 
mainly on clouds.  The ability to quickly reflect cus-
tomer feedback in systems and continuously update is 
required to improve user satisfaction and gain advan-
tages in business.  These systems are called systems of 
engagement (SoE).

SoE require a different type of system reliability 
(“trust”) than before.  “Trust” in this context means a 
system’s ability to provide integrity to satisfy the given 
response time and performance requirements as well as 
security to safeguard the data.1)  Therefore, SoE require 

a scheme that can flexibly and quickly provide these 
“trusts”.

It is therefore necessary to first ensure security 
every time a service is updated, which includes chang-
ing the security level and checking for any security 
violations in relation to other services depending on 
the scale, content, and provision phase of the ser-
vice.  A scheme is required that enables even service 
developers who have difficulty in understanding the 
configuration and requirements of the entire system 
to easily and flexibly build a system that satisfies the 
security requirements.

Meanwhile, with a virtual infrastructure such 
as a cloud, it has been difficult for service developers 
to identify failure points and factors behind perfor-
mance degradation not only because various SoE are 
multiplexed but also because adequate tools are not 
available.  Therefore, technology to identify factors be-
hind failures and resource shortages more quickly and 
deal with or avoid them is required to achieve integrity.

Fujitsu Laboratories has developed a system for 

Systems of engagement (SoE) are ICT systems for creating and maintaining connections be-
tween companies and customers and building trust.  SoE must be able to offer flexibility and 
quickness in responding to changes in business, in addition to availability comparable to that 
of systems of record (SoR), which are ICT systems that support the mission-critical operations in 
an organization.  For services provided by SoE to be used by more users, a system must essen-
tially satisfy the security and integrity requirements that allow for a greater sense of security in 
users.  However, grasping the configuration and requirements of an entire system is generally 
difficult for service developers, and it was difficult to redesign a system considering the secu-
rity and performance based on the service every time improvements were made to the service.  
Therefore, Fujitsu Laboratories has developed a system of building SoE and supporting stable 
operations so that such service developers can quickly and flexibly provide a secure service in 
a multi-cloud environment.  This paper presents network as code (NaC) and network verifica-
tion technologies that assist even those service developers who lack an understanding of the 
entire system with the construction of a secure system.  It also describes traffic prediction and 
anomaly detection technologies, which promptly recognize any failures and performance deg-
radation in an SoE system to allow for the provision of integrity. 
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supporting the construction and stable operation of SoE 
so that such service developers can provide secure ser-
vices in a multi-cloud environment quickly and flexibly.

This paper first presents network as code (NaC) 
and network verification technologies that assist even 
those service developers who lack an understanding of 
the entire system so that they can construct a secure 
system.  Next, it presents a cloud network analysis 
technology, which quickly recognizes failures and per-
formance degradation in SoE and allows integrity to be 
provided.

2. Reliability required for SoE
Generally, SoE are cloud-native business systems 

that are implemented by arranging various microser-
vices consisting of containers in a virtual infrastructure 
composed of virtual machines (VMs), virtual networks, 
etc.  and connecting them with virtual networks.  The de-
velopment cycle of such systems—supply of the system, 
customer feedback, and system modification—is repeated 
over a short period to promptly improve services offered 
to customers.  However, improving the services requires 
extensive know-how regarding computing and network 
settings to ensure security.  Furthermore, providing or 
outsourcing specialized staff costs time and money.

3. Virtual network construction and 
verification technology to provide 
quick services based on trust levels
This section gives an explanation about the NaC 

technology, which allows SoE to be constructed quickly 
according to the required trust level, and a network 
verification technology to ensure consistency in terms 
of security settings in the constructed system.

3.1 Outline of NaC technology
With SoE, services are composed of a combina-

tion of many independent functions (microservices).  
Generally, monolithic systems are tightly coupled in a 
single module and then service enhancement require 
additional work.  On the other hand, SoE have each 
function constructed and loosely coupled together, 
which allows each microservice to be developed at its 
own speed.  This makes it easier for the entire system 
to follow changes in the environment.

On the other hand, not only does the number 
of services increase but each service is also updated 

frequently and the execution machine for the updated 
service is determined each time.  This causes frequent 
changes in the execution machine.  Therefore, in a 
virtual network connecting individual services, con-
nections must be changed according to the position of 
the service execution machine so as not to disturb flex-
ibility and agility, the advantages gained by adopting 
microservices.

This is where NaC comes in.  NaC is a system for 
automatically deriving the detailed functions and 
settings required for the individual virtual networks 
simply by describing the service developers’ own vari-
ous requirements necessary to construct the service as 
intents, such as the connectivity, access control, and 
trust level (Figure 1).  For example, intents may be 
described as allowing a certain service to only be 
used from a specific service or to be stopped during a 
failure because it is still in the development phase.  It 
becomes possible to connect microservices quickly and 
at low cost simply by specifying these intents.  There is 
no need to be aware of the configuration of the virtual 
infrastructure, which is composed of containers and 
virtual networks.

3.2 Realization of NaC
First, in order to automatically derive settings ac-

cording to various virtual infrastructure configurations, 
the processing is separated into procedures that do 
not depend on the virtual infrastructure configuration 
(function derivation) and procedures that do depend 
on this configuration (topology matching), as shown in 
Figure 1.

The upper part of the figure illustrates function 
derivation.  Function derivation is a phase in which net-
work functions and their connections are derived from an 
intent.  Functions are derived by applying the intent to 
derivation rules.  Attempting to deal with various intents 
of service developers with a single derivation rule causes 
the rule to be complicated, which poses a problem.  
Accordingly, we define a number of simple derivation 
rules.  Searching for rules to be used for derivation ac-
cording to the intent, the detected rules are applied step 
by step (R5, R2, and R6 in Figure 1) to achieve gradual 
derivation.  In this way, various intents can be dealt with 
by combining rules without the need for complicating a 
derivation rule.

The bottom part of the Figure illustrates topology 
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matching.  The connection for the functions derived 
with the Function derivation is compared with the 
actual configuration of the virtual infrastructure to de-
termine the components that implement the functions.  
Once the function deployment has been determined, 
the settings and parameters for implementing the 
functions are derived to configure the virtual network.  
In this way, function derivation and topology match-
ing are performed to automatically derive the network 
settings.

With Kubernetes, which is becoming the de facto 
standard for orchestration platforms of microservices, 
container deployment is determined based on the ser-
vice configuration information described in YAML files.  

In addition, application programming interface (API) 
access control between dependent services is required.  
Use of NaC here allows this access control to be auto-
matically built simply by describing the access control 
as a state to be satisfied by the network.

3.3 Microservice use cases
This subsection describes NaC use cases in a mi-

croservice environment.
For example, let’s assume that API endpoint X 

provided by Service A is accessible from an arbitrary 
service, and that API endpoint Y provided by Service B 
is accessible only from Service C.  To allow http access 
from Service C to Service B in this situation, the state is 

Figure 1
Realization of NaC and use cases.
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described as an intent as shown by the callout shown 
in Figure 1.  Based on this description, NaC automati-
cally derives and configures the settings of the network, 
and http access from Service C to Service B is permitted.

This makes it possible to immediately realize SoE 
that response to business and environment changes.

3.4 Issues with network verification 
technology
This technology collects the content of forwarding 

tables of multiple routers and filters known as access 
control lists (ACLs) in firewalls (FWs) located in a virtual 
network to verify the consistency of the entire system.

An ACL is basically expressed as a five-tuple, i.e. 
source IP, source port, destination IP, destination port, 
and protocol.  Here, the source IP and source port rep-
resent the IP address and port number of the source 
application in the communication using a TCP or UDP 
protocol.  The destination IP and destination port repre-
sent the IP address and port number of the destination 
application.  The protocol represents the protocol num-
ber to identify whether it is a TCP or UDP.

When a service is built on a large-scale virtual 

infrastructure, an ACL must be set on multiple FWs 
included in the system.  In doing so, failure to ensure 
consistency in the settings between the multiple FWs 
may lead to the inability to communicate between 
microservices or cause the security of services to be 
compromised.

In addition, when various services are multiplexed 
into a virtual infrastructure, different service developers 
may make conflicting intent settings.  In this case, the 
individual developers need to set an ACL in such a way 
that the communication generated by the services they 
have developed can pass through each FW.  However, 
overwriting existing ACL settings with their own ACL 
settings that conflict with those of other developers 
may interfere with other services.

For example, in Figure 2, assume that Developer 
#1 sets ACL11 and ACL12 on FW1 and FW2 respectively 
so that Communication #1 (Session #1) generated 
by the service can pass through.  Unaware of this, 
Developer #2 may set ACL21 and ACL22 on FW2 and 
FW3 so that Communication #2 (Session #2) generated 
by the service can pass through.  As a result, if ACL21 
and ACL12 have conflicting settings, Session #1 may 

Figure 2
Issues with firewall settings.
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be stopped from passing through.  Accordingly, when 
a system has multiple FWs to allow passage of com-
munications generated by various services, it is difficult 
for humans to check for consistency, duplication, and 
conflicts between these rules.

To deal with these issues, this technology math-
ematically verifies whether the network and system 
settings are correct and predicts the behavior of 
every packet.  Specifically, the following is performed 
(Figure 3).
1) Configuration information (ACLs) is collected from 

devices in the network.
2) All ACLs are divided into sub-ACLs corresponding 

to disjoint address ranges (equivalence classes: 
ECs) that do not overlap.

3) Sub-ACLs are used to represent all ACLs in the sys-
tem as a forwarding graph.

4) The forwarding graph is represented by a matrix.  
The reachability matrix is computed to check for 
any inconsistencies in reachability.
By computing these in real time every time any 

setting change is made, conflicts in the settings can be 
identified before packets actually flow.

4. Cloud network analysis technology
This section describes a cloud network analysis 

technology, indispensable in the SoE era and which 
allows for the provision of integrity based on the re-
quirements of service providers.

4.1 Basic concept
In order to ensure stable operation of services, 

it is important to identify and isolate failure factors 
promptly by using information on the behavior of VMs, 

virtual networks, and containers.  In particular, it is 
expected that, as systems become increasingly larger 
and cloud services more diversified in the future, the 
conventional fixed threshold setting for each measure-
ment parameter or monitoring based on the know-how 
of skilled operators will be insufficient.  Therefore, the 
upgrading of system and network operation manage-
ment using AI technology such as machine learning is 
expected to handle real-time data collected from VMs 
and virtual networks.

Possible factors hindering the stable operation 
of services include problems such as setting errors by 
operators and exposure of software bugs and hardware 
failures.  It is, however, difficult to always monitor the 
behaviors of all components.  But when a component 
slows down, for example, it appears as a response 
degradation of a service or a sudden traffic decrease.  
In this way, assuming that an error in the individual 
component is exposed as a communication error at 
the service level, the traffic prediction technology and 
traffic anomaly detection technology are applied to ser-
vices and virtual networks.

4.2 Architecture
Figure 4 shows the system architecture of the 

proposed method.  Service quality information and con-
tainer metrics are obtained from an Istio controller2), an 
open-source software (OSS).  Based on these, the re-
sponse time of services and its variation are calculated.  
Regarding network quality information, the trace packet 
extraction unit and packet performance analysis server 
developed by Fujitsu Laboratories are used to calculate 
the packet loss rate and traffic volume.  The trace packet 
extraction unit provides a function for grouping packets 

Figure 3
How network verification technology works.
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captured from an inter-VM network for each service in 
real time and storing them in a packet DB for each ser-
vice.  The packet performance analysis server provides 
a function for calculating packet response delays and 
packet loss rates.  The integrated performance analysis 
unit aggregates both service quality information and 
network quality information and provides traffic predic-
tions and anomaly analysis functions as shown in the 
next subsection.  In this way, we have separated the 
function for collecting and calculating quality infor-
mation from the function for carrying out the overall 
analysis to provide an architecture that facilitates the 
addition and extension of new means of analysis.

4.3 Traffic prediction technology
This subsection presents a traffic prediction tech-

nology that uses an autoregressive-moving-average 
(ARIMA) model as a means to realize highly accurate 
traffic change detection for virtual networks.  This 
technology observes time-varying objects such as traf-
fic and first models the periodic pattern and its trends 

based on autocorrelation and moving averages of past 
time-series data.  Next, an autoregressive prediction is 
made for future time and the difference between the 
prediction and the actual measurement is determined 
to detect any changes.3)

Figure 5 shows the results of the prediction based 
on the developed model and of the traffic anomaly 
detection based on the difference from the traffic pre-
diction.  Figure 5 (a) indicates values calculated from 
the difference between the predicted traffic volume and 
the actual traffic volume as an anomaly level.  Figure 5 
(b) shows an example of the anomaly level indicated 
on the GUI.  By providing this capability of quickly de-
tecting unusual behavior, it becomes possible to make 
prompt recommendations, such as the redeployment of 
VMs and containers.

4.4 Traffic anomaly detection technology
In addition to the method using time-series data 

described in the previous subsection, there is a method 
for detecting unusual states by focusing on the changes 

Figure 4
Proposed system architecture.
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in the distribution of certain measured values such as 
packet capture data.  Application of this monitoring 
of packet capture or other measurements to services, 
VMs, or inter-VM networks requires seasoned opera-
tion skills with virtual infrastructure.  This is a complex, 
time-consuming task for service developers.

Accordingly, Fujitsu Laboratories developed a 

traffic anomaly detection technology that applies 
outlier structure detection technology4).  Specifically, 
this technology is applied to log data obtained by the 
packet capture function provided as a virtual appliance 
to detect log data showing behavior different from the 
usual network operation.  Figure 6 shows the results of 
the capture data analysis based on the anomaly level 

Figure 5
Traffic prediction example.

Difference from
predicted value

detectedUnusual traffic detected

Time

Tr
af

fic
 v

ol
um

e 
(M

bp
s)

Learning Prediction

1) Traffic spike

2) Sudden traffic
decrease

An
om

al
y 

le
ve

l

16

14

12

10

8

6

4

2

0

40

35

30

25

20

15

10

5

0
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

Learning data Predicted value

Anomaly level

Actual measurement value

(a) Difference between predicted and actual 
measurement values

(b) Example of anomaly level

Figure 6
Anomaly detection GUI.

Site A IP address

RTT statistics

Site B IP address

Maximum packet
loss rate in
10 minutes

Packet loss
rate statistics

Cluster
anomaly level

RTT: Round-trip time



79©2020 FUJITSU LIMITED FUJITSU Sci. Tech. J., Vol. 56, No. 1 (2020)
Cutting-Edge R&D: “Trust” in the Digital Era

N. Oguchi et al.: Cloud Network Operation Management Technology to Support Trust of Services in the Era of SoE

Naoki Oguchi
Fujitsu Laboratories Ltd.
Dr. Oguchi is currently engaged in research 
related to SoE system operations in multi-
cloud environments.

Hiroshi Tomonaga
Fujitsu Laboratories Ltd.
Mr. Tomonaga is currently engaged in 
research and development related to 
virtual resource analysis in multi-cloud 
environments.

Hitoshi Ueno
Fujitsu Laboratories Ltd.
Mr. Ueno is currently engaged in research 
related to service quality analysis in multi-
cloud environments.

Yasuhiko Aoki
Fujitsu Ltd.
Dr. Aoki is currently engaged in research 
on network architecture for the beyond 
5G/6G era.

ranking and the statistical information on the GUI.  
This figure shows, regarding the set (cluster) of packet 
capture data identified by this technology as having 
the highest anomaly level, the events actually caught 
individually at Sites A and B visualized as measurement 
data.

This enables service developers who lack an un-
derstanding of the entire system to prioritize analysis 
of the logs that lead to impacts on the service without 
having to scrutinize an enormous amount of data in 
order to search for specific failure factors.  This in turn 
allows the system to be rebuilt to avoid the resource 
that may have an anomaly occurring.

5. Conclusion
This paper described technology to support even 

service developers who have difficulty in grasping 
the configuration and requirements of entire systems 
so that they can easily construct and operate secure 
services in the SoE era.  Specifically, it presented NaC 
technology for quickly building a virtual network across 
multiple clouds and network verification technology 
for verifying virtual networks.  It also presented traffic 
prediction and anomaly analysis technology for per-
forming entire processes—from anomaly detection to 
factor identification—for virtual networks built by NaC.

In the future, we envision the easy provision 
of appropriate combinations of these technologies 
depending on the characteristics of customers’ busi-
nesses, or characteristics including whether latency 
guarantee in transaction or processing throughput is 
given priority, and the level of trust required by cus-
tomers.  We intend to develop these technologies as 
a next-generation service operation platform (suite) 
utilizing machine learning and other AI technologies.  
The aim is to make it available in FY 2020.

All company and product names mentioned herein are trademarks or 
registered trademarks of their respective owners.
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