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1.	 Introduction
Recently, there is a movement gaining momen-

tum to create business reforms and innovations by 
utilizing massive data generated on various sites.  Along 
with this movement, in addition to the structured data 
such as customer data and point of sale (POS) data con-
ventionally handled in databases, advancements are 
being made in the use of rapidly increasing video, log, 
and other unstructured data.  In utilizing unstructured 
data, the use of information obtained through data pro-
cessing such as AI analysis allows for efficient analysis.

There are three requirements to utilize massive, 
ever-increasing volumes of data efficiently.

The first requirement is data processing perfor-
mance.  In conventional data center architecture, the 
data storage and processing units are separated, con-
nected with a network.  Therefore, as the amount of 
data to be processed increases, data movement to the 
processing unit sees a bottleneck occur in the processing 
performance.  Scalable high-speed processing according 
to the increase in data is necessary to resolve this issue.  
The second requirement is the cost-performance ratio.  
Storage costs depend on storage performance and 
amount of data.  If the large amount of data processing 
is required in the high-performance storage, the storage 

costs become enormous.  Therefore, the use of storage 
devices with different levels of performance and differ-
ent costs according to the application is key.  The third 
requirement is data management.  When utilizing data, 
the data itself becomes an important differentiating 
factor from other companies.  Therefore, it is necessary 
to carry out data processing efficiently without allowing 
data leaks occurring.

In order to satisfy these requirements, Fujitsu 
Laboratories has been working on R&D for Dataffinic 
Computing using distributed storage as a data-centric 
architecture to support the utilization of massive data.

This paper outlines data neighborhood process-
ing technology, large-volume memory technology, 
and high-speed thin client technology to realize a data 
processing platform for safe, secure, and efficient utili-
zation of massive data.  It also presents an approach to 
video monitoring systems as an application example of 
Dataffinic Computing.

2.	 Dataffinic Computing
The term Dataffinic Computing, which has been 

being researched and developed by Fujitsu Laboratories, 
combines “data” and “affinity.”  To meet the require-
ments for the utilization of massive data described in 
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the previous section, Dataffinic Computing uses data 
neighborhood processing technology for high-speed 
and scalable processing of stored data, large-volume 
memory technology to achieve a high cost-performance 
ratio, and high-speed thin client technology for efficient 
remote data processing.  The result is a data process-
ing platform that allows for safe, secure, and efficient 
utilization of massive data (Figure 1).  This section de-
scribes these technologies.

2.1	 Data neighborhood processing 
technology
This subsection presents data neighborhood pro-

cessing technology for processing massive data at high 
speeds over distributed storage.

For unstructured data to be utilized, data pro-
cessing such as AI analysis is required.  As the volume 
of data increases, however, a bottleneck in the data 
movement to the processing unit occurs.  On the other 
hand, while data can be processed at high speeds by 
processing the data in storage without moving it, the 
degradation of the storage performance due to the im-
pact of data processing poses a problem.  The difficulty 
in achieving these functions at the same time is a chal-
lenge when utilizing unstructured data.

In order to solve this issue, Fujitsu Laboratories has 
been studying data neighborhood processing, which 

achieves both high-speed data processing and stable 
storage operations by processing data while controlling 
resources to be allocated to distributed storage.1)  An ex-
ecution platform that allows for data processing is built 
on distributed storage nodes to achieve data processing 
on the nodes where the data exist.

To execute data neighborhood processing, the 
storage node that stores the data to be processed is 
first calculated from the data management informa-
tion of the distributed storage.  Next, a data processing 
application is deployed on the node to execute pro-
cessing, and the result is stored in a disk (Figure 2).  
In general, the volume of data of the data processing 
application and results is small when compared with 
that of the data to be processed, and data processing 
can be achieved while the costs of data movement are 
kept to a minimum.

In addition, data processing takes place within 
the storage node.  Therefore, no inter-node communi-
cation occurs even if a storage node is added to increase 
capacity.  This allows the processing performance to be 
scaled according to the increase in the data volume.  
Furthermore, the storage node constantly monitors the 
amount of resources such as the CPU and memory used 
by the original storage processing and individual data 
neighborhood processing.  If the resources allocated 
to the storage processing are insufficient, some of the 

Figure 1
Configuration of Dataffinic Computing.
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Configuration of data neighborhood processing system.
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data neighborhood processing can be stopped to free 
up resources, thereby realizing stable operation of the 
original storage processing.

2.2	 Large-volume memory technology
This subsection describes a large-volume memory 

technology that realizes high performance storage.
As the volume of data to be analyzed increases, 

higher speeds are required not only for data processing 
in the CPU and graphics processing unit (GPU) but also 
for data input/output.  In-memory processing is effec-
tive to deal with this issue.  In-memory processing is a 
method of executing processing by storing all data in 
the main memory on the server, which reduces the disk 
input/output overhead, and realizes an incomparably 
higher-speed processing.  However, dynamic random-
access memory (DRAM) conventionally used for main 
memory is costly, which presents a problem when pre-
paring large-volume memory required for processing 
large volumes of data.

In order to solve this problem, Fujitsu Laboratories 
has been studying a method of using non-volatile 
memory as the main memory to realize in-memory 
processing with a high cost-performance ratio.2)  Non-
volatile memory is characterized by low unit volume 
costs and large volumes as compared with DRAM.  
However, its speed is lower, meaning a technology to re-
ducing speed degradation is important for its utilization.  
Accordingly, we are studying a technology for actively 
arranging in DRAM the data with high access frequency 
according to the processing content as well as a data ac-
cess technology that enhances performance taking into 
account the characteristics of the non-volatile memory.

Use of these technologies allows the memory 
volume to be increased tenfold without speed degra-
dation.  This enables processing that handles larger 
volumes of data to be made faster.  In addition, ap-
plication of the large-volume memory technology to 
nodes of distributed storage allows them to be used 
as large-volume memory for application processing at 
the time of data processing and as high-speed disks for 
storage access.  This allows for the efficient integration 
of storage and processing.

2.3	 High-speed thin client technology
This subsection describes high-speed thin cli-

ent technology, which enables data in a cloud to be 

operated remotely.
In today’s data-centric society, the development 

of AI technology and the improvement of computing 
performance have given momentum to the movement 
to acquire new knowledge and create new business and 
innovation by utilizing large volumes of stored data.  For 
this reason, the stored business data itself becomes an 
important differentiating factor from other companies.  
Therefore, to prevent leakages of business data and en-
sure their integrity against disasters, many companies 
have introduced thin client environments.  These aggre-
gate business data on a server in the cloud to enable 
processing simply by a client accessing it.

In a thin client environment, only client operation 
information at hand is transferred to the server.  The 
data are processed on the server in the cloud and the 
desktop image of the server is transferred to the client.  
In video playback and CAD design operations, however, 
the update area of the desktop image is large and the 
update frequency is high as well.  This posed problems 
such as increased CPU load causing a lower transfer 
frame rate of the desktop image and difficulty in ensur-
ing sufficient operability due to increased traffic.

In order to solve these problems, Fujitsu Laboratories 
has developed the high-speed display technology Remote 
Virtual Environment Computing (RVEC) intended for vir-
tual desktop environments.3), 4)  RVEC has the following 
features.
•	 The CPU load and the traffic are reduced as well 

by analyzing the update frequency for each area 
of the desktop screen and compressing it with the 
optimum coding system for the individual area.

•	 Good operability is maintained even in environ-
ments with frequent packet losses and network 
delays by switching between the Transmission 
Control Protocol (TCP) and User Datagram Protocol 
(UDP)-based transmission modes.

•	 The operation response is improved by estimating 
the network bandwidth available between the 
server and client and controlling the transmission 
frame rate according to the bandwidth.
These features allow the data stored in the cloud to 

be processed and visualized without the need to trans-
fer them to the client.  As a result, the time required for 
transferring massive data can be decreased and infor-
mation leakages due to data leaks can be reduced.
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3.	 Application example of Dataffinic 
Computing
Types of massive data for which the application 

of Dataffinic Computing effectively functions include 
image data, log data, sensor data, and genome data.  
As an example, this section presents the application of 
Dataffinic Computing to a video monitoring system that 
handles large volumes of video data (Figure 3).

Road administrators of national and local govern-
ments have installed a large number of monitoring 
cameras on roads to help prevent accidents and ensure 
safety.  These are intended for use in video checks and 
real-time detection of accidents and other incidents, as 
well as aggregation and storing of the recorded moni-
toring videos in the data center (cloud).  One method of 
utilization of the large volumes of video data stored is 
video data analysis, which is used to search for missing 
persons such as children and the elderly in past videos 
and checking detailed situations involved in traffic ac-
cidents and criminal investigations.

Video data analysis requires large volumes of 
video data stored in a storage system to be transferred 
to a server for processing.  It requires higher speed 
transfers of video data than for storing videos, which 
causes the amount of traffic between the storage sys-
tem and the server to increase.  Accordingly, transfers 
of video data cause a bottleneck in video data analysis, 
possibly lowering the speed of analysis processing.  In 
addition, transfers of video data in the cloud to the 

client for checking and analytics not only reduce user 
operability due to the transfer of video data but also 
raise the possibility of video data leakages, resulting in 
privacy and information leakage problems.

Furthermore, these analysis, checking, and ana-
lytics processes for video data stored in the cloud may 
be performed simultaneously from multiple locations 
under the road administrator.  Since these video data 
processes require large volume memory, simultaneous 
execution of multiple data processes may cause the 
memory capacity of the server to run short, resulting in 
lower processing response.  In the worst case scenario, 
the system may go down.

The following describes the effect of applying 
Dataffinic Computing to a video monitoring system that 
has these issues.

Application of the data neighborhood processing 
technology to video data analysis allows video data 
analysis to be processed in the storage system without 
the need for transferring the video data in the storage 
system to the server.  Therefore, the transfer of the 
video data does not cause a bottleneck, improving the 
processing speed of the video data analysis.  In order to 
quantitatively verify this effect, we measured the time 
required for the process of detecting people and cars 
from 50 GB video data.  As a result, it was confirmed 
that a data analysis speed 10 times faster than that of 
conventional methods is possible.  Data neighborhood 
processing allows more video data than before to be 

Figure 3
Video monitoring system.
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analyzed at high speeds, which makes it possible to 
quickly identify traffic accidents or detect missing people.

In addition, application of RVEC to video checking 
and analytics allows video playback and analytics soft-
ware in the cloud to be operated by the client, enabling 
the client to check and analyze the video.  As a result, 
even when monitoring work is outsourced, videos can 
be checked and analyzed without transferring the video 
data stored in the cloud to the client, preventing leak-
ages of video data.  When video data analysis, checking, 
and analytics processes are simultaneously carried out, 
application of the large-volume memory technology 
to video monitoring systems allows memory with 10 
times larger capacity than conventional memory to be 
mounted.  This ensures sufficient operability and stable 
operations without server memory shortages.

As described above, by applying Dataffinic 
Computing, i.e., the data neighborhood processing 
technology, RVEC and large-volume memory tech-
nology to video monitoring systems, the processing 
performance, security, and stability of the system can 
be improved.  This in turn leads to the realization of a 
trustworthy business environment.

4.	 Conclusion
This paper presented Dataffinic Computing using 

distributed storage, on which Fujitsu Laboratories is 
working in relation to the data-centric architecture to 
support the utilization of massive data.

In the future, we intend to promote the devel-
opment of technology for more efficient storage and 
management of massive data and conduct field trials 
in cooperation with customers.  Doing so, we aim to 
promptly provide technology that can truly support cus-
tomers’ businesses.

All company and product names mentioned herein are trademarks or 
registered trademarks of their respective owners.
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