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1. Introduction
Recent years have seen amazing progress in AI 

with results in some fields actually surpassing the in-
telligence and actions of humans.  At the ImageNet 
Large Scale Visual Recognition Challenge (ILSVRC), an 
annual competition where participants compete for the 
best accuracy in image recognition, accuracy improved 
significantly by deep learning from 2012 onward, and 
accuracy by AI at long last surpassed that of humans 
in 2015.  For the board games shogi and go, which 
have traditionally been considered too complex for 
machines to defeat humans, AI triumphed over active 
professional players in shogi in 20131) and go in 2016.2)  
These victories demonstrated that AI had advanced to 
a point that it could generate new moves that humans 
had not yet discovered.

Furthermore, in addition to improving accuracy, 
AI technologies and services that are increasingly 
easier for humans to use and operate in a collab-
orative manner have begun to appear.  For example, 
chatbots return a reply after having an actual conver-
sation with a user.  This technology is clearly different 
from the conventional method in which a user seeking 
information had to specify a clear objective or search 

method beforehand.  In short, chatbots show how AI 
can provide added value by forming a more intimate 
relationship with humans.

Additionally, in the field of machine learning, an 
important element of AI, development has begun on 
technology that does not simply make inferences but 
also presents reasons or a basis for a certain infer-
ence.  Conventional machine learning technologies 
have often been of the “black box” type that prevents 
humans from understanding how a particular inference 
was obtained.  Such technologies are difficult to apply 
to critical decision-making involving, for example, 
human life.  However, if the basis for an inference can 
be presented, this problem can be solved and the ap-
plication of AI to an even broader range of fields can be 
expected.

Under the above situations, Fujitsu Laboratories 
has developed two machine-learning technologies: 
Deep Tensor3) and one based on knowledge graph.

The knowledge graph technology converts diverse 
types of knowledge data in different fields to data in 
a uniform graph format that can be used as a single 
and integrated knowledge base (knowledge graph).  
Integrating knowledge in this way instead of handling 

One of the most significant advancements made in AI in recent years is the greatly enhanced ac-
curacy of machine learning through deep learning.  However, because deep learning deals with 
huge volumes of data and involves vast neural networks in the learning process, it is often dif-
ficult to explain how or why an output was reached even if the inference was correct.  This issue 
impedes the application of AI technology to such business areas as finance and medicine, which 
demand absolute reliability.  To address this issue, we have developed an AI technology that 
combines Deep Tensor, Fujitsu’s original machine-learning technology based on enhanced deep 
learning, and another Fujitsu-developed machine-learning technology based on knowledge 
graph, a knowledge base represented by graph data taken from past documents and databases.  
This has enabled us to logically explain the reasons and bases in which Deep Tensor reaches 
its inference output.  This paper explains the technology that makes Explainable AI possible in 
terms of application cases in network intrusion detection and genomic medicine.
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it separately as done in the past has made it possible 
to describe complex relationships that have so far been 
difficult to depict.

Deep Tensor is a Fujitsu original machine-learning 
technology that enhances deep learning by enabling 
learning on graph-structured data.  In the past, it was 
necessary to have an expert design the features used in 
graph-data learning, but this approach placed limits on 
accuracy.  Deep Tensor expresses graph data in a math-
ematical format called a tensor and extracts graph-data 
features by converting that tensor to a uniform tensor 
representation using tensor decomposition.4)  It also 
automates the design of features through optimizing 
the tensor-decomposition process by using extended 
error backpropagation, an extension of existing neural-
network learning technology (Figure 1).  This approach 
enables high-accuracy inference.

We have developed technology for logically 
explaining the reasons or basis for machine-learning in-
ferences by combining our Deep Tensor and knowledge 
graph  technologies.  In this paper, we first describe the 
black-box problem in conventional deep learning.  We 
then describe two technologies that we developed to re-
solve this problem.  The first technology identifies factors 
within the input data that significantly contribute to the 
inference result.  We overview this technology and de-
scribe its effectiveness through an application example 
in the field of security.  The second technology forms a 
basis for the inference by associating those factors with 
knowledge in a knowledge graph.  We overview this 

technology and describe its effectiveness through an ap-
plication example in the field of genomic medicine.

2. Black-box problem in machine 
learning
In problem solving, in which an expert collabo-

rates with AI, the expert must understand the inference 
result from machine learning and make a decision on 
the basis of that result.

Machine learning based on deep learning can 
achieve high-performance processing, but learning 
with a large-scale neural network can produce an ex-
tremely complicated relationship between input and 
output.  There is consequently no way to explain to the 
user why that result was obtained.

Explaining the basis for an inference would 
normally require an expert to search out evidence for 
that finding in academic literature or elsewhere.  In 
particular, an expert investigating phenomena in which 
relationships are only partially known would have to 
search out and associate evidence in academic litera-
ture or databases.

For example, considering the application ex-
ample in genomic medicine described later, an expert 
would normally have to investigate medical and medi-
cal-treatment literature related to the inference result.  
However, searching for related evidence in articles has 
traditionally required considerable labor since more 
than 100,000 articles are published per month in the 
fields of medicine.

Figure 1
Deep Tensor learning process.
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In recent years, research in identifying those por-
tions of input data that significantly contribute to an 
inference result has been quite active throughout the 
world.  However, in the field of image recognition, this 
research has only reached the point of simply explain-
ing what parts of an image contribute to the inference 
result.  Moreover, even in cases in which those parts 
that have a large effect on the inference result can be 
identified, it is still not possible to present the basis for 
arriving at that inference.

3. Developed technology
Fujitsu Laboratories developed technology for 

presenting the reasons or basis for an inference by 
merging our Deep Tensor and knowledge graph tech-
nologies.  This technology consists of two main steps.  
In step 1, it identifies inference factors (partial graphs) 
that contribute greatly to the inference result in Deep 
Tensor.  In step 2, it establishes a correspondence be-
tween those factors and the nodes in a knowledge 
graph.  Furthermore, it connects those factors in the 
knowledge graph, configures that set of information as 
the inference basis, and presents the basis to the user.  
This scheme solves the problem of black-box machine 
learning while maintaining the high inference accuracy 
achieved by Deep Tensor.

The following describes these two steps in more 
detail.

3.1 Identification of inference factors by 
Deep Tensor 
Deep Tensor performs learning by converting 

graph data into a uniform tensor representation by 
tensor decomposition and inputting this representation 
into a neural network.  It should be emphasized that 
the structure of this representation facilitates extrac-
tion of those distinguishing factors in the input graph 
that make a particular contribution to the inference 
since the representation is learned in such a way as to 
enhance estimation accuracy.  In addition, the fact that 
this representation is obtained by a linear transforma-
tion from the input graph means that the graph itself 
can easily be obtained from the representation by an 
inverse linear transformation.

By using this property, we identified the inference 
factors in the input graph that greatly contributed to 
the inference result and performed an inverse linear 

transformation on those factors.  As a result, we suc-
cessfully developed technology for identifying factors 
that greatly contribute to the inference result from the 
tensor representation.

In this sense, Deep Tensor can be viewed as a 
technology that can be applied not only to making 
high-accuracy inferences but also to identifying infer-
ence factors.  A variety of applications using Deep 
Tensor can therefore be expected such as advanced 
analysis and support of human decision-making.

3.2 Basis forming by using knowledge 
graph technology
Deep Tensor, which uses graph data for learning 

and making inferences, has a high affinity with knowl-
edge graph technology for constructing graph data.  A 
knowledge graph consists of a huge amount of graph 
data that includes all sorts of knowledge.  Graph data for 
learning and inferring can therefore be provided to Deep 
Tensor by extracting partial graphs from the knowledge 
graph.

Additionally, by using graph data based on 
knowledge graph technology and producing an infer-
ence and identifying inference factors by Deep Tensor, 
it becomes possible to read out factors that have a 
significant influence on the inference result as actual 
knowledge stored in a knowledge graph.

This basis-forming ability of the knowledge graph 
technology forms the basis for a knowledge path by mak-
ing appropriate associations among items of knowledge 
influencing the inference and connecting the target of 
inference with the inference result along that path.

Since a knowledge graph includes all sorts of 
knowledge data, a vast amount of knowledge can be 
presented by following associations from an item of 
knowledge on the knowledge graph.  When linking 
the reasons for the inference with the inference result, 
a knowledge graph forms a basis by tracing those asso-
ciations.  However, a huge number of paths may exist 
between the two items of knowledge on the knowledge 
graph.  As a consequence, using unrelated information 
as constituent elements when forming a basis can result 
in an unsuitable basis for explaining the inference result.

To deal with this problem, the knowledge graph 
technology searches out a graph structure using infer-
ence factors from Deep Tensor as a clue so that only 
knowledge that is highly relevant to the identified 
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inference factors are extracted in forming the basis 
(Figure 2).

4. Evaluation and application examples
We evaluated the practical use of the developed 

technology.  We first evaluated the inference-factor 
identification technology by applying it to the field of 
network intrusion detection.  We then evaluated the 
overall Explainable AI that integrates the inference-
factor identification and basis-forming technologies  
by applying it to the field of genomic medicine.  In 
the following subsections, we describe each of these 
evaluations.

4.1 Evaluation of inference-factor 
identification technology
We performed this evaluation using the bench-

mark data sets5) for network intrusion detection 
released by the Defense Advanced Research Projects 
Agency (DARPA) in the United States.  These data sets 
include, as correct factors, log entries that are con-
firmed to be actual intrusions with respect to network 
communication log entries detected by an intrusion 
detection system.

To begin with, we used the inference-factor 

identification technology, Deep Tensor, to extract the 
top three factors that significantly contributed to an 
inference from the data.  An example of this process 
is shown in Figure 3.  In the figure, the symbol “★” 
indicates correct factors that are related to the actual 
intrusion.

We also evaluated the rate at which extracted 
inference factors matched correct factors (accuracy) 
by comparing with that of an existing technology.  The 
accuracy of the existing technique ranged from 10% 
to 28% while that of Deep Tensor ranged from 23% to 
52%.  The result indicates that the latter’s inference-fac-
tor identification technology could obtain an accuracy 
higher than that of the former.  This result suggests 
that Deep Tensor can be viewed as a machine-learning 
technology with high explanatory power suitable for 
identifying inference factors.

4.2 Evaluation of Explainable AI
In order to evaluate Explainable AI, which inte-

grates inference-factor identification technology and 
basis-forming technology, we performed a simulation 
experiment in relation to improving the efficiency of 
survey work by experts in the field of genomic medi-
cine.  Using a knowledge graph constructed from public 

Figure 2
Basis-forming technology combining Deep Tensor and knowledge graph technologies.
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databases in the field of bioinformatics and a medical-
literature database,6) we searched for knowledge that 
could provide corroborating evidence for phenomena 
in which relationships are only partially known and 
checked to see whether links could be established 
(Figure 4).

To begin with, we used Deep Tensor to learn 
relationships between genetic mutations and patho-
genicity from public databases.  We then extracted 
information and academic papers related to factors 

determined by inference-factor identification technol-
ogy and formed a basis.  The basis-forming example 
of Figure 5 shows the genetic mutation targeted for 
inference as a pentagonal-shaped node, factors sig-
nificantly contributing to the inference result as circle 
nodes, academically supporting knowledge extracted 
from medical literature as square nodes, and disease 
candidates as triangular nodes.

In the figure, the edges (solid lines) connect-
ing nodes indicate that those items of knowledge are 

Figure 3
Example of extracting inference factors.
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Effect of applying developed technology to genomic medicine.
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related on the knowledge graph.  The broken lines, on 
the other hand, interconnect the genetic mutation and 
its gene, the drug Losartan targeting that gene, and 
the disease related to that drug thereby presenting 
the relationship between the genetic mutation and a 
disease.  In short, by starting with the genetic muta-
tion and tracing out the relationship between genes 
and drugs and that between drugs and diseases on the 
knowledge graph, it becomes possible to construct a 
graph of associated knowledge that extends to candi-
date diseases as a basis that can be viewed by the user.

In the example of Figure 5, the user can judge 
the relationship between the genetic mutation and 
the disease Tachycardia by reviewing only the two 
papers situated on the lines connecting the ge-
netic mutation and that disease without having to 
survey all 34 papers related to genetic mutation 
NC_000003.12:g.148741286G>A. This technology was 
therefore able to greatly reduce the labor involved in 
identifying and testing for diseases related to a genetic 
mutation.

5. Conclusion
This paper described AI technology that combines 

our Deep Tensor and knowledge graph technologies to 
logically explain the reasons or basis of an inference 
obtained by Deep Tensor.

A portion of the data used in validating the ef-
fectiveness of this technology in the field of genomic 

medicine was an outcome of joint development 
with Kyoto University in relation to “Construction of 
Clinical Genome Knowledge Base to Promote Precision 
Medicine” in the “Program for an Integrated Database 
of Clinical and Genome Information” under the Japan 
Agency for Medical Research and Development (AMED).

Looking to the future, we plan to apply this 
technology to genomic medicine and other fields to 
quantitatively evaluate its ability in explaining the 
basis of an inference and to evaluate its overall use-
fulness.  In the field of genomic medicine, we plan to 
enlist the cooperation of research institutions related 
to medical treatment to evaluate whether academic 
bases presented by this technology are convincing to 
experts and whether they are sufficiently easy to under-
stand.  We also plan to apply the technology to other 
fields such as finance, where it could be used to check 
the validity of an inference using knowledge of rules 
and regulations when teaching an AI system to make 
automatic loan evaluations.

Finally, we plan to expand our knowledge graph 
technology in a variety of fields and conduct proof of 
concept (PoC) demonstrations with the aim of com-
mercializing this technology in FY2019 in the form of 
services as part of FUJITSU Human Centric AI Zinrai.
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