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Virtualization and Softwarization 
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The emergence of 5th generation mobile networks (5G) and Internet of Things (IoT) technolo-
gies, as well as the continuous evolution of cloud services, is creating an increasing need for 
easy and on-demand creation of network slices, which are logically isolated (closed) network 
spaces spanning user devices and the cloud, tailored for individual businesses and services.  
While creating network slices within a single network infrastructure using software-defi ned 
networking (SDN) is possible, creating an end-to-end network slice across multiple network 
infrastructures remains a challenging task.  Skilled network engineers must confi gure each in-
frastructure using different protocols and procedures and confi gure an array of virtual private 
networks (VPNs) for interconnecting them.  In this paper, we explain the issues associated with 
the creation, operation, and management of end-to-end network slices and our approach to 
addressing them by using virtualization and softwarization.  Specifi cally, we present the One 
Network Architecture, which virtualizes multiple network infrastructures as one infrastructure 
and facilitates the creation of network slices on top of it.  We also discuss several of the latest 
research topics such as information centric networking technology deployed over such network 
slices.

1. Introduction
A network is typically confi gured by intercon-

necting physical devices such as routers and switches.  
These devices have their own data plane and control 
plane, and are operated autonomously and managed 
under distributed control [Table 1(a)].  Such a confi gu-
ration can be advantageous because of its tolerance 
against partial failures owing to the autonomous 

control of data transfer by network elements.  However, 
intelligent routing decision and comprehensive man-
agement based on knowledge of the entire network 
are diffi cult.  Moreover, when a network confi guration 
needs to be changed, cable connection/disconnection 
and reconfi guration of individual devices are necessary.

As cloud technology advances, data center serv-
ers and storage have become more virtualized, which 

Table 1
History of control technologies.
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in turn leads to stronger demand for network virtual-
ization and softwarization.  Today, the emergence of 
software defi ned networking (SDN) has made it pos-
sible to separate functions between the data plane 
and the control plane so that data plane operations 
can be performed through a single controller instead of 
confi guring multiple devices individually.  This enables 
users to defi ne, control, and establish a virtual network 
by using software [Table 1(b)].  In addition, the use 
of network functions virtualization (NFV) technology 
enables more advanced softwarization of network 
functions.

In recent years, the advent of new technologies 
such as the Internet of Things (IoT) and 5th generation 
mobile networks (5G) has created the need for storing 
large amounts of data generated by IoT devices for use 
in various fi elds such as big data analysis.  In the cloud 
computing era, it is assumed that networks can be used 
securely and effi ciently by creating virtually separate 
end-to-end closed spaces (hereafter, network slices) 
from the device at a user location to the cloud, depend-
ing on the type of business or service (Figure 1).

To cope with these rapidly changing service 
demands, these network slices need to be fl exible so 

that they can be readily built and modifi ed on-demand 
without much human intervention.  Also, for stable 
service provision, these network slices must be able to 
guarantee their link bandwidth and network processing 
performance.  We propose a virtual data plane archi-
tecture that virtualizes different data planes in order to 
meet these requirements6) [Table 1(c)].

There are spatial restrictions, which specify end 
points such as terminal devices and IoT devices, in 
the virtual data plane.  We believe that there are also 
temporal and content restrictions.  For temporal restric-
tions, virtual data planes may be created for the time 
specifi ed.  Content restrictions include the requirement 
that virtual data planes may be created on the basis of 
the content of the data.  In the future, a 3D virtual data 
plane that satisfi es all these demands will be required 
[Table 1(d)]. 

In this paper, we introduce a virtual data plane 
technology that enables quick, easy, and secure con-
nections on-demand from a cloud to a user location.  
We also describe our latest studies on future control 
technologies, including information centric networking 
technology based on information propagated in the 
virtual data plane.

Figure 1
End-to-end network slices.
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2. Challenges of building end-to-end 
network slices

2.1 Integrated management and creation 
of network slices across heterogeneous 
network infrastructures
A virtual network is considered an option for on-

demand establishment of a network slice.2)  A virtual 
network is a network composed of softwarized switches 
and routers within virtualization software used in server 
virtualization technologies or physical devices that can 
work under the SDN.  A virtual network that realizes the 

required network can be built using SDN technology, as 
shown in Figure 2.

However, when establishing an end-to-end 
network across network infrastructures operated by 
different corporations with different management poli-
cies, it is necessary to know the settings that are unique 
to each network infrastructure (Figure 3).  Moreover, 
users must be made aware of the existence of virtual 
networks, such as a virtual private network (VPN) and/
or virtual extensible local area network (VXLAN)3) used 
to connect network infrastructure, which can make it 

Figure 2
Mapping of logical network to physical network using SDN.
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Figure 3
Challenges when building a network across different network infrastructures.
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diffi cult for a person without network expertise to de-
sign a network.

2.2 Show universal resource as invariable 
resource
The network slices required in IoT or 5G some-

times need stable resource such as link bandwidth and 
network processing performance.  Equipped with virtual 
network functions realized with software on universal 
resource, end-to-end virtual networks tend to be vul-
nerable to the effects of other traffi c or physical device 
failures.  It is therefore necessary to have a mechanism 
making such performance vulnerability barely visible to 
users and to have the services work stably. 

2.3 Automatic creation and modifi cation of 
network slices
The network slices required in IoT or 5G need to be 

created or deleted in accordance with explicit requests 

by users or service applications.  In the future, network 
slices are expected to be automatically created over 
multiple network infrastructures by inferring user inten-
tions without their explicit requests.  This means that 
cloud services will be more effi ciently used through 
organic connections with the services they provide.  A 
mechanism that can manage dynamic changes in the 
number of terminal devices and IoT devices joining the 
network slice is also needed.

3. One Network Architecture
We propose the One Network Architecture, which 

enables network slices spanning heterogeneous 
network infrastructures to be handled by a single ap-
plication programming interface (API) and address the 
aforementioned challenges.

As shown in Figure 4, the One Network 
Architecture makes several network infrastructures look 
like a single virtual network infrastructure and controls 
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it with a single virtual infrastructure controller.  The 
single API enables the user or an application to create a 
network slice across several network infrastructures by 
accessing only the virtual infrastructure controller.  This 
enables the dynamic and automatic confi guration of a 
network slice tailored for the business or service, mak-
ing the use of services secure and stable.

The following are some applications of the One 
Network Architecture.

3.1 Usage
1) New offices and shops

When opening a new offi ce or shop, the user can 
immediately access the business application needed at 
the site by connecting to the cloud.  Security is ensured 
by assigning a network slice appropriate for the termi-
nal used and user type (Figure 5).
2) Factory line sharing

This architecture enables a fabless factory with-
out its own manufacturing facility to use an available 
shared factory line while confi guring the necessary 
network slices, providing a secure network slice that 
prevents data from leaking to other factory lines.

3.2 Technologies to realize One Network 
Architecture 
We are developing technologies to confi gure the 

virtual network infrastructure needed to implement 

the One Network Architecture.  They include tech-
nologies for abstracting the network infrastructure and 
associated technologies for automatic supplementa-
tion, optimum mapping, auto-scaling, and automatic 
recovery.  We are also developing technology for the 
automatic creation of network slices as a function of a 
virtual infrastructure controller, wherein a network slice 
is automatically created depending on the user or ser-
vice provided by the application.  These technologies 
are described below.
1) Infrastructure abstraction technology

We have developed a technology to create a vir-
tual network infrastructure by using a software object 
(hereafter, virtual network object) and mapping mul-
tiple network infrastructures to it.  The virtual network 
object shows the entire virtual network infrastructure 
that a user can use, and each network infrastructure 
is expressed as a sub-object contained in the virtual 
network object.  The virtual network object is equipped 
with methods that respond to directions from the 
controller and events occurring in each infrastructure, 
in order to realize autonomous operation from these 
events.

As shown in Figure 6, this enables the user to 
design a logical network over the virtual network 
object and easily build an end-to-end virtual net-
work and manage it without being concerned about 
other connections, such as VPNs across the network 

Figure 5
Usage case: new offi ce or shop.
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infrastructure.  Moreover, the life cycle management of 
the end-to-end virtual network (design, configuration, 
operation, monitoring, maintenance, and disposal) can 
be treated as one for the logical network.

We proposed the concept of the virtual network 
object as a technology to manage optical networks.4),5)  
The application of this technology to the end-to-end 
virtual network management architecture resulted in a 
practical management system.6),7)

2) Automatic supplementation technology
To make user logical network design easier, we 

developed a technology to automatically supplement 
the functions required to build a virtual network by 
extracting the designer’s intentions on the basis of 
the connection conditions between elements in the 
network.

Checking the connections between elements at 
different levels, e.g., network infrastructures, subnets, 
and nodes located at both ends of the links, by look-
ing at the links between the elements of the logical 
network designed by a user, as shown in Figure 7, the 
technology can predict the designer’s intentions so that 
the desired functions of the virtual network are auto-
matically supplemented.
3) Optimum mapping technology

This technology can map virtual network functions 

to an end-to-end physical network consisting of mul-
tiple network infrastructures, such as multi-clouds, so 
that billing and performance are optimized.
4) Auto-scale and auto-recovery technology

With some of the functions realized with software, 
a virtual network can become vulnerable to the effects 
of other traffic or physical device failures, which makes 
the assurance of bandwidth and/or performance dif-
ficult.  If a virtual network object collects information 
on resources, communication quality, or failures and 
then decides which ones may be affected, the tech-
nology helps the service work in a stable manner by 
automatically increasing the number of virtual network 
functions and/or avoiding disturbances to minimize 
their impact on users without requiring the user’s ex-
plicit countermeasures.
5) Technology for network slice automatic 

configuration 
We developed a technology that can auto-

matically create a network slice by inferring the user’s 
intentions so that the services provided by the cloud 
can be automatically utilized.  The technology has the 
following functions.
• Allocates gateways for cloud access to enable 

collecting information on the properties and 
behaviors of devices, users, and applications at 

Figure 6
Infrastructure abstraction technology.
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user locations, etc. in order to gather information 
required for automatic creation of network slices 
depending on usage (Figure 8).

• Automatically analyzes and decides on require-
ments for the security and responsiveness of 
network slices depending on environmental 

changes involving devices, users, or applications.
We aim to improve the adaptability to envi-

ronmental changes and user experience quality by 
achieving a more sophisticated way of network slice 
creation using artifi cial intelligence.

Figure 7
Automatic supplementation technology.
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Technology for automatic establishment of network slice.
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4. Future challenges and prospects
We have defi ned the One Network Architecture as 

a means to confi gure a spatial network slice depend-
ing on the location of the device or service.  In the 
future, a mechanism wherein secure data can be easily 
shared between network slices owned by different com-
panies, depending on details of the data or content, 
will be required.  This section discusses how the future 
network will be formed and our efforts to address the 
challenges.

Recently, there is an increasing number of new 
services created by orchestrating various cloud services 
developed by different companies and connecting 
them through representational state transfer (REST) 
API.  There are also demands to keep systems on each 
company’s premises instead of deploying data in the 
cloud owing to concerns over security and poor per-
formance.  Such cases require a system promoting the 
development and provision of new services through 
collaborations between services in the cloud, as well as 
systems owned by different companies.

In line with our efforts to realize this, we have 
been promoting R&D for a network technology called 
Virtual Private Digital Exchange (VPX),8) a safe, secure, 
and easy way to share information located at differ-
ent points in a wide area network, such as a cloud or 
a company system, as Figure 9 shows.  This technol-
ogy creates a secure network slice that allows access 
to only certain types of data among multiple network 
slices that belong in a cloud, wide area network, and 

several corporate offi ces.  This enables secure and easy 
information sharing between participating users and 
services. 

VPX uses both blockchain and distributed web 
technologies to create a secure network corresponding 
to the data to be shared, as shown in Figure 10.  The 
blockchain has the features of robust verifi cation of 
transactions and ledger sharing.  VPX takes advantages 
of them as functions of the network gateway respon-
sible for data access.  More specifi cally, these functions 
are for security management that allows sharing of 
approved data only with reliable users; identifying data 
and resolving addresses so that data requested by a 
user can be easily found and connected; and authen-
tication and authorization when accessing data as well 
as trace management for traceability.  Peer-to-peer 
connections are achieved by automatically confi guring 
web interfaces for each set of data in a specifi c network 
slice in accordance with the data access request and 
opening address.  Data are then encrypted prior to 
transmission for secure data sharing.

5. Conclusion
The emergence of new technologies such as IoT, 

5G, and advanced cloud services has increased the 
need for easy and on-demand creation of network 
slices located across heterogeneous network infrastruc-
tures by users and/or applications providing services.

In this paper, we discussed the One Network 
Architecture in which such end-to-end network slices 
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can be confi gured from one portal and the technolo-
gies to implement it.  We believe that there will be a 
demand for an easy and secure information sharing 
system depending on the details of the data or con-
tent, anticipating situations in which there are more 
frequent exchanges and usages of the data generated 
through IoT or between different companies.  We intro-
duced the technologies we have been developing for 
such a system.  Although these technologies are still 
under development and there are still a number of 
challenges to overcome, we will continue to promote 
research to create new services via networks.
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