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High-reliability, High-availability Cluster 
System Supporting Cloud Environment

 Seishiro Hamanaka      Kunikazu Takahashi     

Fujitsu is offering FUJITSU Software PRIMECLUSTER, a high-reliability software platform 
that supports the continuous operation of entire systems.  With its highly reliable technol-
ogy linked to Fujitsu servers (SPARC M10, FUJITSU Server PRIMEQUEST 2000/1000 series, and 
FUJITSU Server PRIMERGY), PRIMECLUSTER ensures fast detection of malfunctions and secure 
operational continuity not only in a physical environment but also in a cloud environment, un-
like other companies’ cluster software.  Also, due to a link to the live migration function of the 
server provided by virtualization software, PRIMECLUSTER enables the server unit to undergo 
maintenance without changing redundant configurations, or active-standby configurations.  
This realizes even greater availability for platform systems in a cloud environment.  In these 
ways, PRIMECLUSTER supports continuous operation on a 24/7 basis, even in a cloud environ-
ment that integrates a customer’s business systems.  This paper introduces the technology of 
PRIMECLUSTER, cluster software that supports platform systems in a cloud environment and 
business systems running in a cloud environment.

1.	 Introduction
Through the effective use of system resources 

such as servers, storage, and networks and advances in 
virtualization technology reducing operating costs, our 
customers’ business systems are migrating to a cloud 
environment.  The prolonged suspension of business 
systems not only causes significant losses and missed 
business opportunities for the company involved, but 
it can also develop into a social problem.  This is why 
there is a need for technology that quickly makes oper-
ation continue if a server malfunctions or an operating 
system (OS) crashes, and for technology that enables 
maintenance to be carried out on a server unit without 
suspending operation.

FUJITSU Software PRIMECLUSTER delivers the 
same high-reliability, high-availability technology 
achieved in a physical server environment to a business 
system operating in a cloud environment (referred to 
below as a virtual machine).  It also brings reliability 
and availability to the cloud environment by providing 
new technology that does not suspend operation.

In this paper, we introduce the technology of 
PRIMECLUSTER, cluster software that achieves high 

reliability and availability in order to support platform 
systems in a cloud environment and virtual machines.

2.	 Issues facing operational continuity 
in a cloud environment
Shutting down business systems is unacceptable 

to our customers who require the provision of a constant 
service on a 24/7 basis.  Recently, system shutdown has 
become equally unacceptable even in a cloud environ-
ment in which multiple operations are running with the 
use of virtualization software.  In these circumstances, 
even in the event of an operation shutting down due 
to kernel panicnote 1) of a virtual machine, the length of 
time from shutdown to resumption must be kept to a 
minimum.

Also, with a platform system in a cloud envi-
ronment in which multiple operations are running, 
it is difficult to suspend all operations together to 
get enough time for maintenance.  The operations 

note 1)	 A state in which the OS completely stops due to 
abnormal operation on a server such as a CPU or 
memory failure or due to a fatal error with the OS 
(kernel part).
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therefore cannot be shut down when conducting server 
unit and storage maintenance or applying OS modifi-
cations.  New technology is required that will make it 
possible to carry out server unit maintenance without 
impacting the operations running on a virtual machine.

3.	 New high-availability technology 
supporting a cloud environment
To resolve the issues facing operational continuity 

in a cloud environment, PRIMECLUSTER achieves reli-
ability and availability in virtual machines through new 
technologies aimed at a cloud environment in addition 
to the technologies of “server operational continu-
ity,” “disk access continuity” and “network continuity” 
already developed in a physical server environment.  
(See “Four features for dealing with a cloud environ-
ment” below.)

In this section, we introduce two new technolo-
gies for resolving these issues.

3.1	 Technology ensuring operational 
continuity even in case of malfunction
By linking to the system monitoring facility of 

Fujitsu servers (SPARC M10, FUJITSU Server PRIMEQUEST 
2000/1000 series, and FUJITSU Server PRIMERGY), 
PRIMECLUSTER quickly detects malfunctions and 

securely switches servers to ensure operational conti-
nuity.  We apply this technology to a cloud environment 
too, and here we explain the technologies that achieve 
operational continuity even when a virtual machine 
malfunctions.
1)	 Technology to immediately detect a system mal-

function in a virtual machine
When a system malfunction such as a kernel 

panic occurs in a virtual machine, it is detected by the 
system monitoring facility of the server unit in which 
the malfunction occurred.  The system monitoring 
facility immediately notifies PRIMECLUSTER, which is 
running on a normal virtual machine, of the malfunc-
tion.  Having received the notification, PRIMECLUSTER 
switches operation to the normal virtual machine.

Through this technology, PRIMECLUSTER ensures 
continued operation even if a malfunction occurs in a 
virtual machine.

Figure 1 shows the process of immediate notifi-
cation of a malfunction in a virtual machine, taking as 
an example an environment using Oracle VM Server for 
SPARC.

This technology is also implemented in an envi-
ronment in which the Red Hat Enterprise Linux virtual 
machine function (Kernel-based Virtual Machine, 
or KVM) is used on a PRIMEQUEST 2000/1000 series 
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Technology immediately detecting system malfunction in virtual server.
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server.
2)	 Technology to securely stop a malfunctioned vir-

tual machine
If a virtual machine in which a system malfunc-

tion such as an OS hang-upnote 2) has occurred continues 
to run without being shut down, the virtual machine 
could unjustly access the disk drive being used in 
operation.

To prevent such unauthorized access, it needs to 
be ensured that a virtual machine in which a system 
malfunction has occurred is shut down.

It needs to be ensured that the virtual machine 
shuts down using technology that can check whether 
virtual machines are alive from their heartbeat via a 
cluster interconnect and that can forcibly shut down a 
virtual machine linked to the host OS (the OS running 
on the server unit).

Figure 2 shows the process of securely shutting 
down a virtual machine that has malfunctioned, taking 
as an example the environment in which KVM is used.

In addition to the KVM environment, this tech-
nology is also implemented in the following two 
environments.

note 2)	 State in which processing that is carried out by the 
OS does not proceed due to abnormal usage of 
memory or a software malfunction.

•	 Oracle VM Server for SPARC
•	 VMware vSphere 5 / VMware vSphere 4

3.2	 Technology realizing better availability 
during system maintenance
In the platform system of a cloud environment, 

active-standby configurations need to be kept even 
during server unit maintenance, just in case there is a 
malfunction.

With PRIMECLUSTER, due to a link to the live 
migration function of Oracle VM Server for SPARC, 
a virtual machine can be moved to a different server 
unit while maintaining operational continuity.  Virtual 
machine migration is easily achieved by a Graphical 
User Interface (GUI) and linking to FUJITSU Software 
ServerView Resource Orchestrator (ROR) which man-
ages the entire system including the server, storage, 
and so on.  Figure 3 shows the technology that achieves 
better availability during system maintenance.

This technology allows maintenance to go ahead 
while keeping active-standby configurations, and en-
hances availability in the platform system of a cloud 
environment.
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4. Four features for dealing with a 
cloud environment
PRIMECLUSTER is a highly reliable software plat-

form which, due to the redundant confi gurations of a 
server, storage and network, improves reliability and 
availability and minimizes the shutdown time of a 
business system.

In this section, we describe the four features for 
dealing with a cloud environment.

4.1 Server operational continuity
A cluster system uses multiple servers to increase 

availability.  It is composed of an operational system on 
which business is conducted and a standby system for 
switching over to and using in case of malfunction.  If 
there is no heartbeat response between servers, the 
system switches to the standby system and operation 
continues.

PRIMECLUSTER, as mentioned above, achieves 
reliability and availability by immediately detecting a 
malfunction on a virtual machine and securely shut-
ting down a malfunctioning virtual machine.  Here, 
we describe hot standby and standby patrol for further 
increasing availability.
1) Hot standby1)

We support a method called hot standby, which, 
after a malfunction occurred in the operational system, 

is ready in advance to resume operation on a standby 
system, unlike ordinary standby methods of transfer-
ring data and restarting work applications on a standby 
system.  Compatible software (such as FUJITSU Software 
Symfoware Server) is standing by ready to immediately 
resume business processes on the standby system, by 
starting up software on the standby system and hav-
ing a shared disk device open beforehand.  This can 
shorten the time required to start up software when 
the server is switched to the standby system due to a 
server malfunction etc., enabling the rapid resumption 
of operation.
2) Patrol diagnosis

PRIMECLUSTER provides a standby patrol func-
tion, which prevents failure of operational continuity by 
monitoring the server, storage and network not only on 
the operational system but also on the standby system.  
When a malfunction occurs in the standby system, the 
resource status is indicated on the PRIMECLUSTER con-
sole screen and a message is output to the system log 
to prompt the system administrator to take action at 
the site of the malfunction.

4.2 Disk access continuity
Here we describe the features of PRIMECLUSTER 

GDS, which enables operation as one disk device, mak-
ing multiple disk devices redundant.
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1)	 System volume mirroring1)

When a system volume disk device malfunc-
tions, disk device replacement and restoration work 
is required.  In this case, mirroring the system volume 
makes it possible to isolate the malfunctioning disk 
device and continue operation on a normal disk device.  
There is also a hot spare function that automatically as-
signs a replacement disk device for the malfunctioning 
disk device, and automatically restores the redundant 
configuration of the disk device.
2)	 Mirroring between RAID units1)

Redundant Array of Independent Disks (RAID) de-
vices are widely adopted with the aim of improving the 
availability of storage.  However, in a mission-critical 
system that operates on a 24/7 basis, even greater data 
availability is required.  Making RAID devices into a 
redundant configuration and conducting mirroring be-
tween them achieves a more reliable storage system.
3)	 I/O response time guarantee

When a malfunction occurs in a hardware device 
such as a disk device, fiber channel switch, and so on, 
the disk drive or disk device repeats the retry process 
and the I/O response may be delayed.  When an I/O 
response delay occurs in the system volume, the en-
tire system slows down and operational continuity is 
affected.

PRIMECLUSTER GDS is used to perform disk drive 
mirroring and the disk drive I/O response is monitored.  
If the response does not fall within a certain time range, 
the disk device is isolated from mirroring and operation 
continued using a normal disk device only.  In this way, 
the I/O response time is guaranteed (Figure 4).

4.3	 Network continuity
Even if the server is made redundant, communi-

cation with a recipient is lost and operational continuity 

affected if a malfunction occurs in the communication 
pathway any piece of network equipment (such as a 
hub, router, cable) along which business data flows.

Below are the features of PRIMECLUSTER GLS, 
which keeps communication going even when a mal-
function occurs in equipment on the communication 
pathway.
1)	 Virtual NIC method/NIC switching method

Multiple communication pathways are made 
redundant and operation conducted by one virtual 
communication pathway.  If, during use, a malfunction 
in the communication pathway occurs, PRIMECLUSTER 
GLS maintains communication by immediately switch-
ing to a normal communication pathway, thereby 
keeping operation going without the user of the com-
munication pathway being aware.
2)	 High-speed switching method2)

Bandwidth can be extended during normal op-
eration because multiple communication pathways are 
used in parallel.  Also, by using a protocol for monitor-
ing, a malfunction in a communication pathway can 
be detected and that communication pathway im-
mediately isolated.  Operation can therefore continue 
without users being aware of any communication path-
way switching.
3)	 Network malfunction monitoring

PRIMECLUSTER GLS monitors the state of com-
munication pathways and has both a function of 
monitoring communication pathways on the side of 
the standby network interface card (NIC) and a function 
of monitoring the state of communication pathways 
up to the hubs and switches carrying business data.  
When a problem is detected by malfunction monitor-
ing, a message is output to the system log to prompt 
the system administrator to take action at the site of 
the malfunction.
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4.4 Virtual machine operational continuity
Technology developed in a physical server en-

vironment such as server operational continuity, disk 
access continuity, and network continuity has also been 
applied to virtual machines and enhanced reliability in 
entire systems.

PRIMECLUSTER is compatible with the following 
virtualization software.
1) Oracle Solaris environment
• Oracle VM Server for SPARC
• Oracle Solaris zone
• Oracle Solaris Legacy Containers
2) Linux environment
• Red Hat Enterprise Linux 7 virtual machine func-

tion (KVM)
• Red Hat Enterprise Linux 6 virtual machine func-

tion (KVM)
• Red Hat Enterprise Linux 5 virtual machine func-

tion (Xen)
• VMware vSphere 5
• VMware vSphere 4

5. Conclusion
The trend toward cloud services will accelerate in 

future in order for enterprises to utilize system resources 
such as servers, storage, and networks more effectively 

and reduce operational costs.
At the same time, mission-critical work handling 

valuable data requires the construction of private cloud 
services and the operation of platform systems, not mi-
grating to an external cloud service.  There is therefore 
a need for reliability and availability in private cloud 
services, too.

With PRIMECLUSTER, we will continue to support 
the stable operation of our customers’ business by link-
ing to virtualization software and delivering technology 
that further enhances the reliability and availability 
of their business systems, in a cloud environment in 
which their mission-critical tasks and other important 
business systems are integrated, and in a virtualized 
environment.
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