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In the near future, an improvement in the performance and integration of servers (for example 
blade servers) will cause an increase in the amount of data to be transferred in places where a 
data connection is required.  Furthermore, the data rate of transmission is growing to 25 Gb/s.  
These will increase the interconnect bandwidth in servers to around the 10 Tb/s order.  We 
propose “optical interconnect” that is a data connection using optical fibers so as to avoid a 
limitation of bandwidth caused by a degradation of waveform and interference in copper wir-
ing.  Optical interconnects can be used to transmit data signal at high speed and they excel in 
terms of wiring density and transmission distance.  To apply such optical interconnects to serv-
ers, many optical channels must be integrated in the limited space of a server chassis.  To do 
so requires low-cost and compact optical components.  In this paper, we propose optical tech-
nology (an optical transceiver module, optical connector and optical mid-plane) that makes it 
possible to have low-cost and high-density optical interconnects, and we describe a verification 
of their practical use in trial manufacturing.

1.	 Introduction
Along with the recent performance enhancement 

of CPUs, the data processing capacity of servers has 
been significantly improving.  In addition, integration 
of servers such as blade servers and expansion of virtu-
alization technology that integrates multiple processes 
in one CPU are causing an increase in the amount of 
data connection within the chassis.  Furthermore, 
the progress of transmission technology has been in-
creasing the data rate of transmission signals such as 
Ethernet and InfiniBand from the conventional 10 Gb/s 
to 25 and 40 Gb/s.  All these are expected to increase 
the volume of data connection in a server chassis at 
an accelerated pace in the future.  We estimate that a 
Tb/s order of signal bandwidth will be required for inter-
connects in one server and tens of Tb/s will be needed 
in total.  Copper wiring has been conventionally used 
for data connection in servers and a limitation to the 
data rate and density of signals due to degradation 
of waveforms and interference has hindered expan-
sion of interconnect capacity.  As a solution to this 
issue, we are studying the use of optical fiber trans-
mission.  It has excellent features of high speed, high 

capacity and long transmission distance and allows  
high-density transmission of signals at high data rate 
of 25 to 40 Gb/s.  The technology, which has been in 
use for a few decades in fields including long-haul com-
munications and access networks, is now beginning to 
be used for connection between server racks.  To apply 
such fibers to intra-server connection, numerous opti-
cal channels must be integrated in the limited space 
of a server chassis.  To do so requires technologies to 
allow various optical components to be fitted into a 
compact space and to manufacture them at low cost.  
We have preliminarily developed technologies that will 
be required for future servers, and they are described in 
this paper.  The optical connector and optical mid-plane 
technologies presented in this paper are products of 
joint research with Furukawa Electric Co., Ltd.

2.	 Optical interconnect technology for 
servers
To study the configuration and specification of 

an optical interconnect, we first assumed that the con-
figuration of data connection in a blade server would 
be migrated to an optical connection.  A blade server 



118 FUJITSU Sci. Tech. J., Vol. 50, No. 1 (January 2014)

T. Yamamoto et al.: Optical Interconnect Technology for High-bandwidth Data Connection in Next-generation Servers

integrates many thin server units in one chassis, and 
they are connected with high-speed signals.  With 
existing blade servers, units are interconnected via 
an electrical mid-plane (printed circuit board).  Large 
quantities of signals are exchanged via a mid-plane and 
high-capacity transmission is required.  We streamlined 
information including the bandwidth of CPU IO signals 
and signal connection destinations to clarify the con-
figuration (Figure 1), specification and requirements 
for the respective optical components of an intra-server 
optical interconnect.  An existing high-speed signal 
interface of a blade server uses a matrix connection 
of 10-Gb/s IO signals (Ethernet) from the CPU unit via 
a switch unit and we studied a configuration with the 
speed of the signals increased to 25 Gb/s.  In addi-
tion, we also considered a configuration in which PCI 
Express signals of a server unit for higher flexibility of 
external connection are connected with an external IO 
via a PCI switch and another configuration with a large 
memory unit prepared for connection with the CPU unit 
as required.  For the present study, we estimated that 
using an optical fiber for this connection would result 
in about 100 lanes of optical signal IO and a bandwidth 
of 1.3 Tb/s from one server unit and about 2000 fibers 
connecting between server units.1)

Replacing copper wiring with optical wiring 
requires compact optical transceivers for converting 
high-speed, high-density electrical signals output from 
a CPU or LSI into optical signals, a high-bandwidth mid-
plane for wiring the output optical signals with another 
CPU unit, and optical connectors that connect between 
them.  We have developed these elemental technolo-
gies based on the specification above.  To apply the 

technology conventionally used in optical communica-
tion networks for telecom use to intra-server optical 
wiring, a significant cost reduction and density increase 
are required.

3.	 Optical transceiver technology
Existing optical transceivers have transmis-

sion rates of 10 to 14 Gb/s for 10GbE and InfiniBand 
Fourteen Data Rate (FDR), which means that, in order 
to achieve the transmission rate of 25 Gb/s that is 
hoped for 100GbE and InfiniBand Enhanced Data Rate 
(EDR) for the next generation, the speed of the opti-
cal transceivers themselves needs to be increased.  For 
transmission at 25 Gb/s, it is essential not only to in-
crease the speeds of the optical devices and drive circuit 
but also to reduce the electrical wiring distances from 
CPUs to optical transceivers in order to avoid any degra-
dation in the quality of electrical signals due to a wiring 
loss or inter-wiring interference.  This meant we needed 
to develop technology to significantly reduce the size 
of the transceiver.  To resolve these issues and reduce 
cost, we have developed an opto-electric converter and 
an optical transceiver that integrates the unit.
1)	 High-speed circuitry technology

Using inexpensive optical devices is unavoidable 
for cost-reduction purposes, but their response per-
formance is insufficient.  To address this problem, we 
developed a driver circuit with a function to make rise 
and fall time steeper2) and suppress influence of multi-
ple reflections that degrade the waveforms of electrical 
signals,3) thereby realizing a speed increase.  This has 
increased the transmission rate per channel from the 
current rate of between 10 and 14 Gb/s to 25 Gb/s.
2)	 Compact optical coupling technology

To improve optical coupling between opto-electric 
converters and an optical fiber, an optical coupling unit 
composed of a lens is currently used, and this poses 
problems because of the large size of the lens and its 
high cost.  We have sought to reduce the size of the 
optical transceiver by mounting optical devices and ICs 
on a flexible printed circuit (FPC) board to construct 
an opto-electric converter.  In addition, we have devel-
oped a cost-effective film-type lens sheet and stacked 
it on the underside of the FPC, and this solved the 
problems.4)

3)	 Compact optical transceiver technology
We have successfully developed a compact optical 
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transceiver that uses a card-edge-type structure.  A sub 
board equipped with the above-mentioned FPC-type 
opto-electric converter on either side was inserted into 
an edge-type connector on the mother board vertically.

We carried out a trial manufacture of an opto-
electric converter with 4 channels × 25 Gb/s using this 
technology [Figure 2 (a)].  It measures 22 × 9 × 0.86 mm 
(including the mounted electronic components and opti-
cal waveguide).  The thickness has been reduced as 
compared with conventional lens type of opto-electric 
converters to less than one-tenth in terms of the lens 
and less than one-third in terms of the opto-electric 
converter.  We have taken advantage of this thinness 
to develop a compact optical transceiver with the ex-
perimentally manufactured opto-electric converter on 
either side [Figure 2 (b)].  It is equipped with eight 
channels of transmitter and receiver respectively and 
has achieved a compact size, or 47.8 × 16 × 21.6 mm, 
which has allowed it to be mounted with a small foot-
print near devices such as a CPU on a mother board.4)  
In all of the eight channels measured, a good transmis-
sion waveform and error-free operation at 25 Gb/s have 
been confi rmed.5)

4. Optical connector technology
Optical interconnects in a blade server require 

detachable optical connectors to connect between 
the respective blades and the mid-plane to allow a 
fl exible server confi guration and easy maintenance.  
Requirements of optical connectors for the present ap-
plication include low loss, high density and low cost.  
Cost, in particular, is the highest priority issue for real-
izing optical interconnects.  Standard multi-fi ber optical 
connectors for telecommunication use are diffi cult to 
apply to intra-server use from the perspective of cost 
and one-tenth the conventional cost must be pursued.

To resolve the issues above, we have taken an 
approach to reduce the process cost by reducing the 
polishing processes, which account for a major portion 
of such cost, and expanding the number of fi bers of a 
multi-fi ber optical connector.  As a multi-fi ber optical 
connector, we developed a new optical connector with 
compact quadruple housing based on standard multi-
fi ber mechanical transfer (MT) ferrule.6)  That makes it 
possible to connect 96 fi bers simultaneously.7)  Figure 3 
shows a structure and photo of the developed optical 

Figure 2
Compact optical transceiver for optical interconnect in 
blade server.
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Compact optical transceiver for optical interconnect in blade server.
Figure 3
Developed optical connector.
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Schematic diagram of developed optical connector.
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connector.  The quadruple housing consists of a 2 × 2 
array accommodating four ferrules.  It can reduce the 
footprint per ferrule to about one-third of a configu-
ration using a housing with standard multiple-fiber 
push-on (MPO) connector.8)

Lower cost has been achieved by almost halving 
the number of mechanical components intended for 
joining the male and female structures of an optical 
connector in spite of the increased density.  By using 
24-core MT ferrules to accurately mount the end of the 
cut fiber sheet on the mid-plane, the end polishing 
process, which is a main component of manufacturing 
cost, has been omitted.  This has successfully reduced 
the connector cost while satisfying the tolerance of con-
nection loss.

5.	 Optical mid-plane technology
For the optical interconnects discussed in this 

paper, optical wiring of 1500 to 2000 fibers to an opti-
cal mid-plane is required.  To that end, it is necessary 
to have layout technology allowing efficient wiring of 
many optical fibers, integrating technology for optical 
fibers with high density and optical connector tech-
nology for a large number of connections between 
server blades equipped with optical transceivers and 
the optical mid-plane simultaneously.  For the optical 
fiber layout, we have selected paths with the minimum 
wiring lengths according to the wiring to achieve an 
optimum fiber layout.  Optical fiber featuring a small 
diameter and high bending durability6) has been used 
for housing optical fibers with high density to success-
fully increase the wiring capacity from a few hundred 
fibers of an ordinary blade server to 2000 fibers.  Eight 
times the connection density compared with the 
conventional high-speed electrical connectors was 
achieved by using the above-mentioned high-density, 
multi-lane optical connector technology.  The connector 
housing has a floating mechanism on the mid-plane 
and this allows simultaneous connection with an elec-
trical connector and optical connector when the blade 
is inserted or removed.  By providing this structure, the 
optical fiber portion can be easily connected, leading to 
improved work efficiency.

6.	 Server verification using optical 
connection
We experimentally manufactured the respective 

elemental devices by using developed technologies, 
and combined them to build a pseudo-server for 
verification of the characteristics.  The produced optical 
mid-plane is shown in Figure 4 (a) and the pseudo-
server that uses the mid-plane is shown in Figure 4 (b).   
The capability of compact housing of about 2000 optical 
fibers has been confirmed.  The loss with the developed 
optical connector is 0.29 dB on average and 0.79 dB at 
the maximum, which achieves the target and has been 
confirmed to satisfy the loss budget.  In addition, si-
multaneous insertion and removal of the electrical and 
optical connectors at the time as blade insertion and 
removal has been confirmed to be possible.

For verification of high-speed signal transmis-
sion, we connected output optical signals from a 
pseudo-server blade equipped with a 25 Gb/s optical 
transceiver through the optical mid-plane to the opti-
cal transceiver module on another system board and 
confirmed error-free transmission [Figure 4 (c)].  The 
performance has been validated to reach 50 Tb/s in 
total by optical transmission at 25 Gb/s per fiber and 
with a housing of 2000 fibers.  This technology makes 
it possible to realize an intra-server optical intercon-
nect accommodating 2000 optical fibers in compact 
housing and offers a bandwidth of 50 Tb/s, which is ten 
times that of the conventional electrical wiring.  In this 
way, data connection in next-generation servers can be 
made faster.

7.	 Conclusion
This paper has described optical interconnect 

technology for increasing the bandwidth of data con-
nection in next-generation servers.  We have proposed 
an optical transceiver, optical connector and optical 
mid-plane technologies based on cost reduction and 
wiring density increase and demonstrated the effect by 
trial manufacturing.

In the future, we intend to commercialize the ac-
complished development and work on improving the 
reliability and manufacturability.
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