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The penetration of broadband networks is playing a key role in bringing about major 
changes in the way that network-based services are provided.  New schemes such 
as software as a service (SaaS) and platform as a service (PaaS) let users access 
a variety of services over networks.  Applications, computers, storage, and other 
resources combined over the network enable the rapid delivery of diverse services.  
Fujitsu is working to provide a low-cost, quick, and highly reliable SaaS service 
based on the technologies it developed in constructing information technology 
systems and on operational know-how accumulated at data centers.  In response 
to this shift to a service economy, it will become increasingly important for the 
infrastructure of the network society to increase the value of the network and 
build a service platform that can deploy new services promptly.  In this paper, we 
introduce future directions of network services, describe a service delivery platform 
architecture, and present the research and development of its key technologies.

1 Introduction
Broadband networks are penetrating deeply 

into homes and enterprises, and the spread of video 
delivery and Internet protocol television (IPTV) 
services is expected to increase network traffic by 
1.4 times every year.1) From a usage viewpoint, 
the way in which network-based services are 
delivered is undergoing major changes.  Schemes 
like software as a service (SaaS)2) and platform 
as a service (PaaS) are giving users access to a 
wide variety of services via the network, and it 
is becoming possible to provide diverse services 
by combining whatever resources are needed—
applications, computers, or storage—through 
the network.  In response to these changes, it 
is becoming increasingly important to build a 
service platform that can transform network 
value and provide new services promptly as an 
infrastructure of the network society.

In this paper, we introduce future directions 

of a service-oriented network and present 
Fujitsu’s R&D activities related to a service 
delivery platform suitable for these trends.  

2. Shift toward a service-oriented 
network
A service-oriented network interconnects 

services, terminals, and devices to provide value-
added services.  In order to create new markets 
and services, we aim to transform the value of a 
network in the following two ways.

The first transformation, as shown in 
Figure 1, would be to enhance the effectiveness of 
information and communications technology (ICT) 
by gathering information from diverse locations 
via sensors as a service front-end and using that 
information to obtain a detailed understanding 
of situations in the field.  In agriculture and 
medical care, the use of sensing technologies and 
wireless technologies in this way could increase 
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the effectiveness of ICT signifi cantly.
The second transformation would be to 

provide a place for information sharing among 
service providers.  Information brought together 
from various channels would be interrelated 
and integrated to draw a big picture of the real 
world.  This value-added information could 
then be provided to service providers, resulting 
in further evolution of ICT.  An example in the 
retail business3) is shown in Figure 2.  In this 
fi eld, multi-channel retailing using multiple 
sales channels such as retail stores, Web sites, 
and catalogs is now showing an upward trend.  
However, each of these channels has its own 
operations department (or system), which 

prevents information from being shared among 
them suffi ciently.  This situation makes it 
diffi cult to understand rapidly changing customer 
needs.  If various types of data and messages 
originating from a customer are interrelated 
across the channels, it should be possible to 
uniformly manage and visualize the customer 
behavior across all channels.  For example, point 
of sale (POS) data at the retail store, hypertext 
transfer protocol (HTTP) requests to the Web 
site, and voice-over-Internet-protocol (VoIP) 
calls to the call center are interrelated using a 
commonly specifi ed customer attribute as a key.  
In short, obtaining an understanding of the 
customer experience over all channels should 
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make it possible to improve the brand image of 
the retailer.

Fujitsu is now researching and developing 
such a service-front-end function as a service 
delivery platform (SDP).  Its architecture and 
enabling technologies are introduced in the next 
section.  

3. Service delivery platform: 
SPACE 
The Service Platform for Awareness, 

Creation and Experience (SPACE) incorporates 
terminals and networks as service components 
with the aim of enhancing awareness of situations 
in both the virtual and real worlds, creating new 
services through the use of service components, 
and enabling users to experience the world of 
these new services.  

3.1 Architecture of SPACE
The SPACE is a platform for creating and 

executing a wide range of services and plays the 
role of a place for growing and disseminating 
new services and values.  Its total architecture is 
shown in Figure 3.

The SPACE provides a wide variety 
of common functions in the form of service 
components such as those related to network 
control so that application developers can develop 
applications without advanced or specialized 
knowledge of terminals and networks.  It also 
aims to reduce service development costs by 
opening up these service components to service 
providers and other involved entities (stake 
holders) and then by enabling many players to 
share those service components.  

In the SPACE, services and terminals are 
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virtualized so that applications can use these 
service components easily.  Since servers that 
execute services can be expected to change 
dynamically to optimize work loads and electric 
power consumption at data centers, services 
must be virtualized in such a way that they are 
called not by the server address but by the service 
name.

The SPACE is not only concerned with 
information in the virtual world, but also gathers  
various types of real-world information from 
terminals and devices connected to the networks 
and enables service providers to utilize and 
exchange that information.  This corresponds to 
a place where service providers can share this 
information and work together closely.  However, 
if such explosively growing information were 
presented in its original, chaotic form, it would 
not by itself be able to increase the value of 
this place.  It is important to present that huge 
volume of information after it has been organized 
in various ways so that the people receiving it 
can experience revelations from it.  With the 
aim of transforming information into value, 
the following aspects are being studied for the 
SPACE.
1) Quantitative analysis

Obtains data from sensors to collect events 
that could not be observed in the past and 
analyzes those events in a quantitative and 
scientific manner
2) Time-based statistics

Presents the temporal fluctuation of 
accumulated information in a statistical manner 
to suggest various types of transitions such as 
changes in future demand
3) Space-based statistics

Presents characteristics of individual 
geographical regions so as to provide a basis for 
optimizing and customizing services for a specific 
geographical region
4) Correlation analysis

Determines steady states in order to present 
variations from steady-state and cause-and-effect 

relationships between observed events
Below, we describe three enabling 

technologies for realizing these SPACE concepts: 
service componentization, service virtualization, 
and ID information repository.

3.2 Enabling technologies
3.2.1 Service componentization

In the SPACE, service components are 
designed to have a layered configuration 
consisting of a basic service component layer and 
an abstract service component layer.  The purpose 
of the basic service component layer is to hide the 
complexity of the protocols and terminals while 
that of the abstract service component layer is to 
gather real-world information in real time and 
to provide that information in an application-
friendly form.  This two-layer structure lets 
application developers use either abstract or basic  
functions as they require.  In addition, functions 
and capacity can be expanded in response to 
changing demand by using both component types 
as units for expansion.  As shown in Figure 3, 
various types of interfaces are provided depending 
on the level of application abstraction and three 
types of service components are defined, as 
described below.
1) Service component type A

This in an abstract service component that 
abstracts information collected over the networks 
or from terminals and functions to facilitate 
the execution of the application.  As its main 
functions, it gathers information widely dispersed 
over the networks, reshapes it into an easy-to-
use form, and delivers necessary information to 
terminals.  It communicates via high-level logical 
interfaces (labeled ASI for application-service  
interface in the figure) in order to provide 
information and functions with a high-level of 
abstraction to a platform application.
2) Service component type B

This is a basic service component that hides 
the intrinsic technologies of the networks and 
terminals and intermediates the access of type-A 
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service components and applications to the 
networks and terminals.  As its main functions, it 
terminates lower-layer communications protocols 
dependent on the networks and terminals; 
manages network and terminal status during 
application execution; and converts protocol, code, 
and media.  It terminates the communications 
protocol between a network/terminal and a 
service component via a transport-service 
interface (TSI).
3) Service component type C

This is a composite service component that 
combines type-A abstract functions and type-B 
basic functions.  This one-layer model can be 
effective in simplifying the structure in an early 
stage when the numbers of service components 
and also applications are small.

3.2.2 Service virtualization
In the SPACE, a platform application 

combines service components and terminal 
applications by message routing to compose 
a service.  To provide a persistent connection 
environment for external platform applications 
and terminal applications,  internal mechanisms 
such as service component execution are 
“virtualized”.  As described below, external 
function entities can access function entities 
within the SPACE by a persistent method even 
if the SPACE’s internal system configuration 
changes dynamically, for example, as a result of 
load balancing, changes in service components, 
or system switching in the event of failure.
1) Load balancing

Multiple function entities are prepared 
within the SPACE to avoid the performance 
bottleneck of the system.  An external entity 
that wishes to execute a particular function 
entity specifies it using its unique name.  On the 
basis of that name, the SPACE allocates one of 
the internal function entities with the smallest 
load for load balancing.  Therefore, the specific 
internal function entity that performs the 
execution of that particular function entity is 

hidden to the outside.  
2) Changes in service components

In the SPACE, different function entities 
can be arranged into a single group and only a 
proxy for that group is presented to external 
entities.  When the proxy of a group is called 
by an external function entity, the SPACE will 
select a function entity within the group to be 
executed.  This means that software upgrades 
to service components and the addition of new 
service components can be performed without 
having to inform the outside of such changes.  
3) System switching in event of failure

If a system failure occurs and a certain 
service component cannot be executed, that 
service component will be switched over to a 
standby service component.  

To achieve these virtualizations, the message 
routing function in the SPACE analyzes the 
XML-based message (XML: extensible markup 
language) received from a platform application or 
terminal application and forwards that message 
to the logical entity determined by that analysis.

During the execution of an application 
program as a combination of multiple processes, 
the failure to pass states and parameters 
between the processes correctly can result in a 
logical inconsistency.  To prevent such logical 
inconsistencies from occurring, the message 
routing function has a consistency management 
function.4) The message routing identifies 
one entity to execute a process and transfers 
messages to that entity during the execution of 
that application.  In short, once an initial request 
message has been assigned to a certain entity, 
the message routing transfers all subsequent 
messages to that entity.  In this way, an 
application developer can devote his or her efforts 
to developing an application program without 
having to be aware of the internal execution 
mechanism in the SPACE.  

3.2.3 ID information repository
The ID information repository component 
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stores various kinds of information collected from 
the field such as sensor and presence information 
as ID information and delivers it to applications.  
It is thus a key element for transforming the value 
of the network.  It combines the following three 
technologies5) to store such ID information from 
the field in a form usable by applications for each 
person and thing.  Here, an ID (identifier) refers to 
a object like a person or thing and ID information 
(identity) refers to all attribute information, 
including various types of information from the 
field associated with that ID.  
1) ID information integration

ID information integration technology 
integrates and systematically stores “field 
information that changes in real time” and 
“attribute information that changes relatively 
infrequently” for each person and thing (Figure 4).  
Providing this technology as a common platform 
for multiple applications eliminates the need for 

application developers to develop new programs 
for processing, consolidating, and storing such 
data in each application.  This technology also 
provides a common platform for the protocols to 
connect to ubiquitous sensor-equipped devices 
and for data processing of sensor information 
and enables application developers to make use 
of information gathered from the field through 
the use of an easy-to-program Web interface.  
In the above manner, applications can be easily 
developed without specialized knowledge or skills 
about individual sensor characteristics and the 
network protocols.
2) Relationship management

Relationship management technology 
enables information about one object to be reused 
with information about another object, based on 
the relationship between the two objects.  For 
example, as shown in Figure 5, the location 
management of a package that is currently being 
loaded onto a truck will not only use the radio-
frequency identification (RFID) tag attached to 
the package, but also reuse location information 
obtained from the truck’s global positioning  
system (GPS).  
3) Event generation and notification to reduce 
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system load processing
To detect changes in information from 

the field, the SPACE incorporates a real-time 
event notification engine for applications.  This 
eliminates the need for applications to make 
periodic checks of changes, so it reduces the 
system’s processing load.

4. Conclusion
In this paper, we introduced Fujitsu’s R&D 

activities related to a service delivery platform 
with the aim of transforming network value and 
creating new services.  This transformation opens 
up many opportunities.  For example, we foresee 
the expansion of ICT application areas and the 
creation of new business fields; more innovation 
in the workplace based on real-time information 
dealing with people, things, and the environment; 
and the creation of novel and collaborative 
services between service providers.  To make 

these possibilities a reality, Fujitsu will continue 
to research and develop enabling technologies 
while promoting the value of network use in the 
field and supporting and expanding its solution 
business.  
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