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Recently, Linux cluster systems have been replacing conventional vector processors
in the area of high-performance computing.  A typical Linux cluster system consists of
high-performance commodity CPUs such as the Intel Xeon processor and commodity
networks such as Gigabit Ethernet and Myrinet.  Therefore, Linux cluster systems can
directly benefit from the drastic performance improvement of these commodity
components.  It seems easy to build a large-scale Linux cluster by connecting these
components, and the theoretical peak performance may be high.  However, gaining
stable operation and the expected performance from a large-scale cluster needs ded-
icated technologies from the hardware level to the software level.  In February 2004,
Fujitsu shipped one of the world’s largest clusters to a customer.  This system is
currently the fastest Linux cluster in Japan and the seventh fastest supercomputer in
the world.  In this paper, we describe the technologies for realizing such a high-perfor-
mance cluster system and then describe the implementation of an example large-scale
cluster and its performance.

1. Introduction
A Linux cluster (sometimes called a PC clus-

ter) consists of Intel Architecture (IA) based
servers, interconnect networks, and cluster mid-
dleware.  Formerly, the PC cluster system was
regarded as a low-budget supercomputer because
it uses inexpensive PCs as computing engines and
Ethernet for interconnections.  Many PC boards
now have Ethernet built in, so such a PC cluster
can be built using just PCs and Ethernet hubs.
Because of improvements in the performance of
IA CPUs, supercomputers can now be replaced
with PC clusters by adding extra functionality or
small amounts of non-commodity components.
Therefore, we use the term “Linux Cluster” to dis-
tinguish such a supercomputer from a PC cluster
system.

The major components of a Linux cluster sys-
tem are the IA servers and interconnect networks,
and the number of CPUs can vary from several to

more than a thousand, depending on the perfor-
mance requirements.  For a large-scale cluster,
the network’s performance becomes more impor-
tant because, if the network’s performance is poor,
the scalability will be limited regardless of the
number of nodes.  Therefore, the network perfor-
mance becomes a key issue in a large-scale system.
Improving the network performance requires not
only hardware enhancement, but also optimiza-
tion of the driver software and network
middleware.  In addition to the performance
issue, system management causes another prob-
lem.  That is, when a Linux cluster system is used
by a relatively small, experienced group or a
single person, the system’s stability is not a prime
issue because stability is maintained by the
users’ programming skills.  For example, a well-
written program periodically dumps its internal
state (checkpointing) so it can be restarted from
the latest dump (recovered) when the system
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crashes.  However, as the application domain is
extended, clusters are being used as the central
machines in laboratories and even companies.  As
a result, cluster systems must be able to perform
checkpointing and recovery without the help of
application programs.  Therefore, the system soft-
ware must strengthen the system stability as well
as the performance.

SCore1), note 1) cluster middleware is a system
software for solving these problems.  It provides
both high-performance communication interfac-
es and a checkpoint-restart functionnote 2) that can
augment the scalability and reliability of a large-
scale system without application modification.  In
February 2004, Fujitsu shipped a large-scale
Linux cluster system to a customer.  This system—
the RIKEN Super Combined Cluster (RSCC)—is
the fastest Linux cluster in Japan and the sev-
enth fastest supercomputer in the world.  It is
currently operating as the main computer at the
customer’s supercomputer center.  In this paper,
we describe technologies for realizing a high-
performance Linux cluster.  Some examples of
these technologies are 1) high-performance inter-
connection networks, 2) programming support
technology to extend the cluster usage so users
can migrate their code from a vector computer
environment to a cluster environment, and
3) management features to gain system reliabili-
ty.  We then introduce the RSCC system as an
example of our Linux cluster technologies and
describe its performance.

 2. Issues of Linux cluster
systems for high-performance
computing facility
To realize a high-performance, large-scale

Linux cluster and widen the application area, at
least three goals must be reached: 1) a high-
performance interconnect network to gain the best
application performance, 2) language support to
widen the application area, and 3) management
support for a large-scale cluster to realize stable
operation.  In the following sections, we describe
the technologies we have developed to reach these
goals.

2.1 InfiniBand: A high-performance cluster
interconnect
On a Linux cluster system, a large-scale

computation is divided into small blocks of tasks,
the blocks are distributed to the nodes of a clus-
ter, and then the nodes execute the tasks by
communicating with other nodes through the in-
terconnecting network.  If application programs
need frequent communication to execute, the
overall system performance will mainly be deter-
mined by the network performance.  Therefore, a
high-performance interconnection network is
needed to build a high-performance cluster.

Two common measures are used to evaluate
the interconnect network: the network through-
put and the roundtrip latency time (RTT).  For a
cluster interconnect, Gigabit Ethernet and Myri-
net are typically used.  Gigabit Ethernet is cheap
and commonly used in systems ranging from a
desktop computer to a large server system.  Its
theoretical maximum throughput is 1 Gbps
(125 MB/s), and the roundtrip latency, which
depends on the network interface controller (NIC)
and the communication protocol, is usually from
30 to 100 µs.  Myricom’s Myrinet interconnect is
widely used as a high-performance interconnect
and has a 2 Gbps link speed and a roundtrip
latency of less than 10 µs.  As the cluster scale
increases, a much higher performance intercon-
nect is needed.  To meet this need, we developed

note 1) SCore was developed by the Real World Com-
puting Project, which was funded by the
Japanese Government. It is currently sup-
ported by the Linux Cluster Consortium.

note 2) A checkpoint restart function dumps the sta-
tus of a running process so it can be used to
restore the status at a later time.  It is main-
ly used to recover the status after a system
has crashed.
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the InfiniBand interconnect.
The InfiniBand is a general-purpose inter-

connect network specified by the InfiniBand Trade
Association (IBTA).  This specification defines
three data transfer speeds: 2 Gbps, 8 Gbps, and
24 Gbps—called the 1x, 4x, and 12x link, respec-
tively.  To gain a superior performance, the 4x and
12x InfiniBand links are candidates.  Fujitsu al-
ready ships a 4x InfiniBand Host Channel Adaptor
(HCA) for its PRIMEPOWER server, so we decid-
ed to develop a high-performance driver for use
with a Linux cluster system.  To provide good net-
work performance, the interface between a user
program and the hardware is also important.  We
therefore chose the SCore cluster middleware to
realize the required performance and stability.
The main components of the SCore middleware
are the PMv22) high-performance, low-level com-
munication interface and the SCore-D3) cluster
operating system (Figure 1).

PMv2 provides a short latency and a high-
throughput network infrastructure to the MPI
(Message Passing Interface) library and abstracts
the implementation of underlining hardware such
as the Ethernet, Myrinet, shared memory, and SCI
(Scalable Coherent Interface).  Therefore, by add-

ing the PM/InfiniBand-FJ driver, application
programs can run on these different kinds of
interconnect hardware without the need for mod-
ification or recompilation.

The PM/InfiniBand-FJ library directly com-
municates with the InfiniBand HCA; therefore,
the kernel overhead is not added to the communi-
cation overhead (Figure 2).  Conventional
networks need a driver to prevent malicious ac-
cess to the hardware and also prevent interference
between user processes.  InfiniBand HCA has a
hardware mechanism to implement this protec-
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SCore cluster middleware architecture.

Figure 2
Architecture of PM/InfiniBand-FJ.
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tion; therefore, the user-level library can safely
access the hardware directly.

Table 1 and Figure 3 show, respectively, the
PM-level roundtrip latency and PM-level network
throughput of the developed driver as measured
on a Fujitsu PRIMERGY RX200 IA server.

The maximum Remote Direct Memory Access
(RDMA) throughput via InfiniBand is 820.9 MB/s,
which is 82% of the theoretical maximum speed.
The roundtrip latency of PM/InfiniBand-FJ is rel-
atively longer than that of PM/MyrinetXP, and this
difference is mainly due to the protocol process-
ing complexity on the IB HCA.  Note that the
maximum throughput depends on the chipset
located between the main memory and PCI-X on
the server system.  If the ServerWorks chipset is
used, the maximum throughput becomes 917 MB/s
or 91% of the theoretical maximum speed.  There-
fore, the driver effectively uses the full bandwidth
of InfiniBand.

2.2 Language support for high-
performance Linux clusters
To support programming for high-perfor-

mance Linux clusters, Fujitsu provides the
“Fujitsu FORTRAN & C Package for Linux.”  This
package contains a FORTRAN compiler and a
C compiler and also includes frequently used
mathematical libraries.  Although the peak com-
putational performance of Intel architecture (IA)
CPUs becomes high as the CPU core frequency
increases, extracting the maximum performance
is not an easy task.  The Xeon processor performs
two floating-point operation per CPU cycle; there-
fore, a single 3.06 GHz Xeon can execute up to
6.12 G floating-point operations per second
(FLOPS) and a dual CPU can execute 12.24

GFLOPS.
Memory access is not fast enough to keep up

with the increased CPU performance: the access
latency within the system is 150 ns or more,
depending on memory traffic.  Therefore, data
prefetching must be performed to maintain the
level of performance.  The Xeon processor has
built-in hardware for simultaneously prefetching
eight data streams, but this stream count is not
enough for many HPC applications.  Therefore,
instructions to explicitly prefetch data must be
included to sustain the CPU performance.  To solve
this issue, Fujitsu developed a high-performance
FORTRAN compiler in Fujitsu FORTRAN &
C Package for Linux.  The compiler is fully com-
pliant with the ANSI FORTRAN 77/90 and
FORTRAN95 standards and accepts some
FORTRAN2000 extensions.  The compiler can
provide good compatibility with the compilers
of Fujitsu’s other computer systems, so it is easy
to transport code to and share code on a Linux
cluster system.  The complier produces opti-
mized object code suitable for running HPC
applications on recent Intel architecture proces-
sors, especially Xeon processors.  Figure 4
shows the performance difference between FJ-
FORTRAN and other major compilers.

Another tool is XP-FORTRAN.  This tool is
used for parallel programming on a Linux cluster
and was originally a language extension designed
for Fujitsu vector processors such as the VPP5000.
Usually, a program running on a Linux cluster
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PM-level network throughput (RDMA-WRITE).
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1
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Table 1
PM-level roundtrip latency.
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uses a library that conforms to the MPI standard
or XP-FORTRAN.  By using XP-FORTRAN for
Linux clusters, programs on a VPP system can
easily be migrated to a cluster environment.  Also,
users familiar with XP-FORTRAN can easily write
a new application for clusters.  XP FORTRAN
directly uses PMv2 RDMA API; therefore, a low
overhead and asynchronous remote memory
access can be achieved while the user’s programs
are running.  Figure 5 shows the performance of
XP FORTRAN using the HIMENO Benchmark
program.note 3)

This package also includes the high-
performance SSL-II BLAS (Basic Linear Algebra
Subprograms)/LAPACK library of frequently used
mathematical routines.

DGEMM (Double precision GEneral Matrix-
Matrix multiply) in BLAS, which is the core matrix
multiplication routine, has been redesigned to
maximize the performance on the Xeon Proces-
sor.  The performance of this routine is superior
to that of GOTO’s BLAS,4) which has been regard-
ed as the fastest DGEMM implementation
(Figure 6).

This performance improvement is achieved
by tuning memory access by utilizing SSE and
SSE2 SIMD instructions and by optimizing mem-
ory access using data prefetch instructions and
instruction scheduling.  The DGEMM routine is
used in most of the level-two BLAS routines,5) and
the optimization improves most of the BLAS
level-two routines.  Additionally, the DGEMM
is heavily used in the Linpack benchmark
program;note 4) therefore, Fujitsu’s BLAS also ac-
celerates the performance.

2.3 Cluster management tools to support
large-scale clusters
The system management of clusters is a big

issue for practical operation of large-scale systems.

Figure 4
Fujitsu FORTRAN compiler performance.
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The main system management functions are:
• Job invocation and data transfer library

functions.  These are provided by SCore and
MPICH.

• Batch job scheduling: SCore provides PBS
(Portable Batch System) for this function.

• Monitoring of system hardware with sensors
and/or hardware error detection.

• System deployment support.
SCore can provide the job invocation, data

transfer, and batch job scheduling functions, and
we additionally provide the NQS (Network Queue-
ing System) as a batch job scheduler.  NQS is used
for Fujitsu’s supercomputer systems and makes
transitions from previous operations smooth.  To
satisfy the needs for center operation, we have
added a checkpoint/restart management feature
to NQS.  We have also added a job freeze facility
to the SCore-D operating system so the job opera-
tion policy can be changed for weekends: for
example, to stop workday jobs on Friday night and
restart them on Monday morning.

Cluster hardware management is one of the
key issues in cluster management for stable oper-
ation, especially for a large-scale Linux cluster.
Large-scale cluster systems (e.g., systems contain-
ing hundreds of IA servers) require tools for

monitoring the hardware status and sensor data
and also for checking the hardware error logs so
that system malfunctions can be discovered
before they cause system crashes.  However,
collecting the hardware status of hundreds of serv-
ers and controlling them usually degrades the
system performance.  To overcome this problem,
we developed a remote management tool using the
Intelligent Platform Management Interface
(IPMI) over Ethernet.  IPMI is a de facto stan-
dard specification defined by Intel and other
server vendors.  Fujitsu’s new PRIMERGY server
conforms to the IPMI specification standard ver-
sion 1.5.  This standard enables sensing and
control of the server hardware through an on-
board LAN interface without additional hardware.
This tool directly communicates with a baseboard
management controller (BMC) on the server main
board using an on-board Ethernet interface.  The
BMC continuously monitors and controls the serv-
er, even when the main DC power is off.  Therefore,
the server status such as the board temperature,
fan rotation, and hardware error logs stored
inside the BMC can be collected anytime and also
the server power-on/off and reset can be controlled
if needed.  The IPMI tool is designed to be
applicable to a large-scale cluster and can execute

Figure 6
DGEMM in BLAS performance comparison.
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most of its operations within a few seconds to at
most a minute, even when the system contains
thousands of servers.  Collected server data such
as the main-board temperature can be used to
maintain the operation environment, for exam-
ple, the room airflow.  Also, non-fatal hardware
error status data such as correctable memory er-
rors can indicate the need to replace a unit before it
fails.  Therefore, this tool can enhance system reli-
ability.

3. RIKEN Super Combined
Cluster (RSCC) system
By applying the technologies described above,

a large-scale cluster system can be used as a main
machine in a computer center.  On March 2004,
Fujitsu shipped one of the largest Linux cluster
systems in Japan to RIKEN7), note 5) as their main
computer system.  The system is called the RIK-
EN Super Combined Cluster (RSCC) (Figure 7).

3.1 RSCC configuration
The RSCC consists of five coarsely coupled

clusters, the largest of which consists of 512
Fujitsu PRIMERGY RX200 dual 3.06 GHz Intel
Xeon processor servers with a Fujitsu 4x Infini-
Band host channel adaptor (HCA) on a PCI-X bus
and 4 GB of main memory.  To maximize the
usage of the high-performance interconnection
network, the PCI-X bus frequency of the RX200s
has been enhanced from the original 100 MHz to
133 MHz by reducing the bus loads.  The forty-
eight 32-port InfiniBand 4x switches make up a
full bisection-bandwidth multi-stage network.

Three of the other four clusters consist of
128 of the same RX200 dual-CPU servers, but

Figure 7
Overview of RSCC system.
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the memory size in these servers is 2 GB and
Myricom’s Mryinet-XP is used for interconnection.
These servers have a theoretical maximum
bi-directional data transfer speed of 250 MB/s.
The last cluster consists of 128 servers and uses
InfiniBand as the interconnect.

All five clusters are connected by Gigabit Eth-
ernet, each cluster has 16 nodes, and each node is
connected to a Fujitsu SH4432G 24-port Gigabit
Ethernet hub; therefore, a total of 1024 nodes are
connected by 64 SH4432Gs.  The two up-links of
each hub terminate at root switches that
consist of two CISCO 4507 Ethernet routers.  The
two routers are connected by eight aggregated
Gigabit Ethernet lines.  Usually, the five clusters
are independently operated, but they can be used
as a single 1024-node cluster when required.  For
this purpose, 144 high-speed PFU XG-144G
Gigabit Ethernet switches are used to directly
connect all 64 SH4432G hubs to improve the
inter-cluster communication bandwidth via Giga-
bit Ethernet.  An application binary can run on these
clusters without recompilation by using the PMv2
network abstraction feature, or it can run on the
single 1024-node cluster.  The cluster hardware is
controlled from a single management console and
can be powered on/off, reset, and monitored by issu-

ing simple commands or by using a GUI.

3.2 RSCC system performance
To measure the system performance, we ran

the Linpack benchmark program.  We used High
Performance Linpack (HPL)6) as the framework
and Fujitsu’s BLAS for basic matrix operations.
Before running it on the fully configured combined
cluster, we measured the performance of the larg-
est cluster (512 nodes) connected by InfiniBand.
This cluster operated at 4565 GFLOPS or an effi-
ciency (actual performance/peak performance) of
72.8%.  The RSCC system has the highest
efficiency among the Xeon systems in Professor
Dongarra’s top 100 Linpack performance list
(Table 2).

The fully configured RSCC operated at 8729
GFLOPS or an efficiency of 69.64%.  This perfor-
mance makes the RSCC the seventh fastest
supercomputer in the world (Table 3) and the fast-
est Linux cluster in Japan.8)  Although the cluster
network consists of three kinds of networks
(InfiniBand, Myrinet, and Gigabit Ethernet),
SCore hides the underlining network differences
so HPL applications can do high-performance data
communication simply by using single-level MPI
calls.6)

Table 2
Top 10 efficient Xeon clusters in top 100 Linpack list.

System

Fujitsu PRIMERGY RX200

IBM/Quadrics

IBM eServer 1350
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CPU freq.
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2.4

3.06

3.06

2.4

2.4

3.06

3.06

3.06

3.06

No. of CPUs

1024

1920

1456

2048

600

2304

768

598

2500

512

Rmax   

4.56

6.59

6.23

8.73

2

7.63

3.23

2.46

9.82

2

Efficiency

72.84

71.46

69.94

69.63

69.58

69.03

68.74

67.08

64.18
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4. Conclusion
We described technologies for realizing a re-

liable, high-performance Linux cluster system.
These technologies included a high-performance
interconnect network, basic programming
software, and cluster management.  We also pre-
sented an overview of the 1024-node, 2048-CPU
RIKEN Super Combined Cluster system as an
example implementation of these technologies.
Thanks to these technologies, the RSCC system
is the seventh fastest supercomputer in the world
and the fastest Linux cluster in Japan.  Also, the
128-node InfiniBand-connected cluster has the
highest efficiency among the Intel Xeon based
Linux clusters.  Linux cluster applications are
rapidly spreading, so large cluster systems will
soon be in widespread use.  We will continue to
develop new technologies that support reliable,
high-performance, large-scale Linux clusters that
are also easy to use.
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Top 10 high-performance supercomputers in the world.
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              System Name
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RIKEN Super Combined Cluster
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CUSTOM
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Quadrics

CUSTOM
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CUSTOM
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No. of CPUs

5120

4096
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8192

2500

2112

2048

1936

1936

2560

       Type of CPU

Vector Processor

Itanium2 1.4 GHz

AlphaServer EV-68(1.25

PowerPC 440 0.5 GHz

Xeon 3.06 GHz

Power4+ 1.9 GHz

Xeon 3.06 GHz

PowerPC440 0.7 GHz

Itanium 2 1.5 GHz

Opteron 848 2.2 GHz

LinuxOS

yes

yes

yes

yes

yes
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