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QoS Control by Traffic Engineering in
Content Delivery Networks

Traffic engineering (TE) is a method of managing and controlling IP networks efficiently.
This paper proposes a dynamic TE architecture that provides a QoS (Quality of Ser-
vice) guaranteed service in addition to an existing best-effort service in a content de-
livery network (CDN).  This architecture selects the optimum route and server for a
user request based on the load of the network and content server.  It aims to guarantee
the QoS and effectively use network resources by dynamic load balancing.  Also in this
paper, we present the results of a simulation of the effects of our proposed method.
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1. Introduction
With the increasing importance of the Inter-

net as a commercial infrastructure and the
increasing need for more functionality, the opera-
tion of the IP network is becoming more important
and complex than ever.  This situation makes
operators aware of the importance of traffic en-
ginering (TE).1)  We propose a dynamic TE concept
that aims at automatic network optimization.2)

This paper considers the use of the dynamic
TE architecture in an intelligent content delivery
network (CDN) system.  Generally, CDNs contain
a number of content servers and route user re-
quests to the nearest or lowest-load server to
quicken the response.  Currently, conventional
CDNs provide only best-effort services; however,
in the future, Internet service providers (ISPs) will
need to provide not only best-effort services but
also QoS (Quality of Service) services to attract
more users.  Furthermore, it will be necessary to
use network and server resources as efficiently
as possible.  To meet these future requirements,
after receiving a request from a user, our dynamic
TE architecture selects an optimum route and
server based on the network congestion status and

load of the content servers.  Also, it provides guar-
anteed services using a QoS path-selection
mechanism and utilizes network resources based
on dynamic load balancing.

This paper introduces some state-of-the-art
traffic control methods and then describes the
architecture and control mechanisms we have
developed.  Next, it describes an end-to-end error
reduction/recovery method for continuous media
in best-effort environments.  Then, we compare
the simulated effects of our method with two con-
ventional route and server selection methods.
Lastly, we present some evaluation results of
dynamic load balancing and our error recovery
method.

2. Related work
Generally, CDNs have a server selection

mechanism that selects a server in the network
to satisfy user requests.  Such services are some-
times called “anycast” services.  A well-known
method used in anycast services is to route a user
request to the nearest server using a domain name
service (DNS) mechanism.  Another method is to
measure the servers’ loads and select the lowest-
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load server.  In other cases, the network estimates
the round trip time (RTT) or available bandwidth
along the route to the server and then selects the
server that provides the shortest transfer delay
based on the size of the content.3)

These server selection methods are not al-
ways effective because, although some of them
indirectly consider the network load, none of them
directly select a route to the server.  Even if the
network load is considered by measuring the RTT,
flexible control is not possible because the route
itself is not selected.  Furthermore, there is no
QoS guarantee mechanism in most existing CDNs.
Reference 4) proposes a CDN architecture that
considers QoS.  However, since this approach does
not consider route control, it cannot resolve the
problem of low network resource usage.

Consequently, we consider that a network
must have a route control mechanism for QoS con-
trol and ensure efficient use of network resources.
TE can provide such a route control mechanism.

General TE methods search for a route hav-
ing the requested bandwidth based on bandwidth
information such as the available bandwidth or
reserved bandwidth (QoS routing).  A typical QoS
routing algorithm selects the route with the min-
imum number of hops between the source and
destination node from among the links having the
requested bandwidth (shortest path).  Another
algorithm selects the route that has the maximum
available bandwidth; if there are multiple routes,
it selects the minimum-hop route (a.k.a. the
shortest-widest path).  Unlike server selection
mechanisms, these methods take QoS path selec-
tion into consideration and do not consider
best-effort traffic.

As mentioned above, there are server selec-
tion mechanisms and route selection mechanisms.
Their targets are, respectively, best-effort traffic
and QoS traffic, but there is no method that treats
both these targets together.

The evaluation results presented in this
paper show that the simple combination of an
existing server selection mechanism and route

selection mechanism cannot achieve good perfor-
mance.  Therefore, we propose a dynamic TE
architecture that not only enables selection of the
optimum server and route by considering QoS, but
also makes it possible to prevent a degradation of
best-effort traffic caused by QoS traffic in a CDN.

3. Architecture
3.1 Overview

Figure 1 shows the network architecture of
the CDN based on the MPLS (Multiprotocol
Label Switching) platform.  Multiple content serv-
ers, including cache servers, are connected to edge
routers, and contents are distributed among these
servers.  End users request contents in a QoS-
guaranteed service or best-effort service; in the
case of the QoS-guaranteed service, users request
a service with the required quality, for example,
a certain bandwidth.  One example of a QoS-
guaranteed service is a streaming service in which
there is a basic charge on the contents and users
pay an extra fee for QoS guarantee.

The network is controlled and managed by a
control server called the TE server.  The TE serv-
er accepts requests for contents from end users
and selects the appropriate content servers and
routes.  It aims to optimize a congested network
by 1) selecting the optimum server and route us-
ing proactive load balancing and 2) performing
dynamic rerouting using reactive load balancing.

Figure 1
Network architecture.
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3.2 Mechanism
We will now describe the control mechanism

for QoS-guaranteed service traffic and best-effort
service traffic.

3.2.1 QoS-guaranteed service
Here we consider the bandwidth as the QoS

metric.  The network provides a QoS-guaranteed
service by using bandwidth-guaranteed paths
(QoS paths) on MPLS.

The TE server periodically collects network
statistics, including the load of each content serv-
er, by using a protocol such as SNMP (Simple
Network Management Protocol).  It also manages
the available-bandwidth information of each link
in the network.

When the TE server receives a request from
an end user with QoS parameters such as the
bandwidth, it searches for the optimum server and
route to satisfy the user’s request based on the
network and server load balancing.  The selection
algorithm is described in the next section.  If there
is no server or route that satisfies the requested
quality, the TE server notifies the user that the
request has been rejected.  When a server and a
route from the sever-side edge router to the user-
side edge router are selected, the TE server issues
a request to set a bandwidth-guaranteed path
along the selected route to the sever-side edge
router.  Then, the router sets up the path using
the signaling protocol.  After setting up the QoS
path, the TE server redirects the user-side request
to the selected content server and the user receives
the content at the requested quality from the con-
tent server.

The above sequence describes per-flow based
behavior; that is, a QoS path is set for each user
request.  However, flows should be aggregated
when we consider the scalability issue.  In the case
of flow aggregation, a server and route are select-
ed to accommodate multiple user flows, and
requests for the same content from the same user-
side edge router are aggregated into the same
path.  If we increase the aggregation granularity,

we can improve scalability by reducing the num-
ber of paths in the network while reducing the
optimization level.

3.2.2 Best-effort service
1) Load balancing

Existing server selection methods such as
nearest server selection and lowest-load server se-
lection can be used to meet content requests in a
best-effort service.  Best-effort traffic is forward-
ed along the shortest path without bandwidth
guarantee.  Best-effort traffic is given a lower pri-
ority than QoS traffic, so best-effort traffic can be
discarded in locations where there is a large
amount of QoS traffic or there is congestion due
to a concentration of best-effort traffic.  To improve
the performance of best-effort traffic, congestion
avoidance control is required.  We have developed
a dynamic load balancing method to meet this
requirement.

Between each edge router, paths of the short-
est route (we call them default paths) are set for
best-effort traffic.  The TE server periodically col-
lects link statistics such as the link utilization and
packet loss by using SNMP and observes the net-
work’s load status.  When the TE server detects
or predicts congestion in a network, it searches
for the route that has the highest available band-
width between the edges that use the path through
the congested (or predicted to become congested)
links and sets up a detour path along the selected
route.  Then, a portion of the traffic is dynamically
rerouted from the default path to the detour paths
to eliminate the congestion.  The algorithm of our
load balancing method is described briefly in the
next section.
2) End-point QoS control

Even though some congestion avoidance con-
trol is performed at the network management
level, there is still a possibility of packet loss in
the best-effort network.  Therefore, end-point QoS
control, including reduction or recovery from packet
losses, is a key issue in continuous media services
such as audiovisual streaming.  In these services,
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UDP (User Datagram Protocol) based transport
protocol in combination with RTP/RTCP (Realtime
Transport Protocol/RealTime Control Protocol)5) is
generally used.  To realize packet loss reduction
or recovery in the above protocol stack, the fol-
lowing options have been widely studied and
implemented as the end-point QoS control.6),7)

• Forward error correction (FEC)
FEC methods send redundant data as pari-

ties to correct lost or corrupted packets at the
receiver side (Figure 2).  Generally, increasing
the amount of parities improves the performance
of recovery; however, at the same time it increases
the required bandwidth between end points.  FEC
methods do not require return paths and are
attractive for delay-sensitive applications such as
interactive audio, remote live camera control, and
VOD (Video On Demand) services with trick-play
functionality.  To maximize the effect of the FEC
method, the transmission group (TG: a set of pack-
ets and associated parity packet) should be
carefully designed, taking into account the size of
the application data unit (ADU).
• Automatic repeat request (ARQ)

ARQ is a kind of retransmission protocol that
typically uses a probing protocol such as RTCP
(Real-Time Control Protocol) to recover lost or
corrupted packets (Figure 3).  In principle, this
scheme introduces additional end-to-end delay
and should be applied with care, especially in

delay-sensitive applications.  In addition, too much
retransmission of lost packets may increase the
end-to-end bandwidth, which may accelerate con-
gestion.

3.3 Proposed architecture
We will now describe our algorithm for opti-

mum server and route searching for QoS-
guaranteed services and our algorithms for dynam-
ic load balancing and end-point QoS control for
best-effort services.

3.3.1 Optimum server and route search
algorithm

The basic idea is to allocate each link and
server a cost value that is based on its load (a high
cost value indicates a high relative load).  Then,
we find the route with the lowest-cost intermedi-
ary links and server; that is the route having the
maximum available bandwidth.  In this way we
achieve load balancing, because high-cost links
and servers are unlikely to be selected.

We define the cost of a link between router i
and an adjacent router j as follows:

(1)link _ costqos ( i, j ) = 1 / (R_MAXij - Rij ) ,

where R_MAX denotes the maximum reservable
bandwidth and R denotes the reserved bandwidth
of the link.

Next, we calculate the cost of using a partic-
ular server in terms of the server’s current and
maximum loads.  To do this, we can use one or
more load parameters, for example, the CPU load,

Figure 2
Operation of FEC.
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memory consumption, disk access load, number
of user connections, and traffic sending rate.  In
the case of a streaming server, for example, its
bottleneck is generally the IO or NIC, rather than
the CPU load; therefore, we can define the cost of
a server s as follows:

(2)server _ costqos (s) = 1/ (S _ MAXs - Ss ) ,

where S_MAX denotes the maximum sending rate
(i.e., the NIC rate) and S denotes the current send-
ing rate.

After determining the cost of each server and
link, we find the route with the lowest-cost inter-
mediary links and server.  Let t denote the route
from the sever-side edge router to the user-side
edge router.  Then:

(3)

total _ costqos (s, t ) = server _ costqos (s)

link _ costqos (i, j ) .+
(i, j) ∈ t
∑

Next, we select the server s and route t whose
totol_cost(s,t) value is minimum by using Dijkstra’s
algorithm.  This process achieves server load bal-
ancing and network load balancing at the same
time.

3.3.2 Dynamic load balancing algorithm
Dynamic load balancing sets up multiple

paths between edge routers when there is conges-
tion and avoids congestion by splitting the IP flows
into multiple paths.  The following control is per-
formed on each edge router pair.
1) Congestion detection

The TE server detects congestion on the path
set up between edge router pairs.  Specifically, it
decides that the link is congested if the utiliza-
tion of the link exceeds a threshold value for a
specific amount of time.  If the TE server can dis-
tinguish the best-effort traffic rate from the QoS
traffic rate statistics information (e.g., when the
router provides the MIB [Management Informa-
tion Base] containing the per-LSP [Label Switched
Path]), we can distinguish traffic in the best-
effort path from traffic in the QoS path and predict

the traffic rate to some extent.  That is, we can
predict when bandwidth that is reserved for QoS
traffic but not currently in use is likely to be used
in the near future.  Therefore, we can predict
whether congestion caused by an increase in QoS
traffic will be sufficient to justify discarding of
best-effort traffic and thereby avoid unnecessary
discarding.

We denote the best-effort traffic rate by B,
the QoS traffic rate by G, and the physical link
bandwidth (capacity) by C.  If we can distinguish
B from G, we can define the predicted link utili-
zation as follows:

(4)link _ utilbe (i, j ) = (Bij + Rij)  Cij
 ,

where R denotes the reserved bandwidth at the
link.  Otherwise, we define:

(5)link _ utilbe (i, j ) = Fij   Cij

by observing that F = B + G.
2) Detour route search

If congestion is detected on a path, the TE
server searches for an alternative route to avoid
congestion.  The cost of each link is defined as
follows:

(6)link _ costbe (i, j) = 1/ (1 - link _ utilbe (i, j )) ,

and a search is made to find the minimum-cost
route.
3) Load balancing calculation

Traffic is distributed per flow between multi-
ple paths based on the load of each path.  Each
incoming packet to the ingress router is dispatched
to a path based on the hash value of the IP header
information.  Hash values are divided into groups
by hash boundaries, with each group correspond-
ing to a path.  The TE server controls the traffic
rate of each path to average the link utilization in
the network.  It does this by indicating the ingress
routers to adjust the hash boundaries.  A more
detailed algorithm can be seen in Reference 8).

3.3.3 End-point QoS control
The basic idea of end-point QoS control is to
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share the bandwidth for FEC and ARQ and
adaptively switch between these two methods
according to the end-to-end network condition
probed by RTCP (Figure 4).  For detailed QoS
control, we developed a new algorithm based on
the IETF (Internet Engineering Task Force) RFCs
(Request for Comments) and Internet Drafts.9)-11)

We will now describe the state control of the algo-
rithm (Figure 5):
1 The maximum available bandwidth for re-

transmission (Retrans_BW) is allocated to
FEC.  Retrans_BW is reset to an upper bound
value at a certain timing.

2 FEC packets are sent at a predefined fre-

quency if the retransmission process is not
activated.

3 If the retransmission process is activated, the
retransmission counter value (Retrans_Cnt)
is incremented by 1 and Retrans_BW is dec-
remented by the used bandwidth.

4 If Retrans_Cnt is more than zero, the inser-
tion frequency of FEC packets is reduced.

5 Operation 4 is continued until Retrans_Cnt
reaches zero.

6 If Retrans_Cnt reaches zero, the insertion
frequency of FEC packets is reset to the orig-
inal value.

7 If Retrans_BW goes below zero, FEC and the
retransmission operation are stopped and the
value of Retrans_BW is reset.

8 FEC and the retransmission process remain
stopped until Retrans_BW is reset.

9 When Retrans_BW is reset to an upper bound
value, FEC packets are sent at a predefined
frequency.  Retrans_BW is reset at a predeter-
mined cycle to maintain the ratio of user data
to error protection data (FEC and ARQ pack-
ets).  This ratio is shown as “a:b” in Figure 4.

4. Evaluations
4.1 Effects of route search algorithms

We evaluated our server and route selection
algorithm for QoS-guaranteed services using sim-
ulations.  Then, we compared our method with
the following two methods that can be implement-
ed using existing technology:
1) LSL (Lowest Server Load): This method

selects the server with the lowest load then
selects the minimum-cost route to the server.

2) DNS: This method selects the nearest server
then selects the minimum-cost route to the
server.  The nearest server is selected accord-
ing to the location of the user-side edge, which
is shown by the dashed line in Figure 6.

4.1.1 Model
We used the 19-router ISP network model12)

shown in Figure 6.  The network consists of 155 Mb/s

Figure 4
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and 45 Mb/s links.  There are four servers, and
the edge routers connected to them are shown as
black circles in Figure 6.  End users connect with
the other edge routers and request QoS paths with
a bandwidth requirement.  At each request, the
user-side edge is selected at random and a request-
ed bandwidth from 1 to 10 Mb/s is also selected at
random.  We assume the server capacity (i.e., the
maximum sending rate) is 500 Mb/s.  For simplic-
ity, we assume that QoS paths are not released
from bandwidth reservation.

4.1.2 Results
Figure 7 shows the number of accepted

requests versus the number of requests.  As the
figure shows, our proposed method can accept a
large number of requests.

In the DNS method, user requests are reject-
ed when there is no available route to the nearest
server, even if routes to another server are avail-
able.  In the LSL method, the server with the
lowest load is selected first, even if the route to
the server becomes long.  Therefore, LSL tends to
consume a lot of network resources for link band-
width unnecessarily, which limits the number of
accepted requests.

On the other hand, our proposed method will
reject a low-load server with a long route in favor
of a medium-load server with a short route.  More-
over, in our method, when there is a short route
to a server and the server’s load is high, that server
and route are unlikely to be selected.  In this way,
our method flexibly selects the appropriate serv-
er and route according to the server and network
conditions, which reduces the probability that a
request will be blocked.

Figure 8 shows the average number of hops
versus the number of accepted requests.  Our
method keeps the number of hops small and uses
network resources efficiently.  The LSL method
tends to select long routes, as we described earli-
er.  It is interesting that even the DNS method,
which selects the nearest server, suffers an in-
crease in the number of hops when the number of

Figure 6
ISP network model.
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requests becomes large.  This can be explained as
follows: if the link utilization of the shortest route
to the nearest server becomes high, a longer de-
tour route is likely to be selected.  DNS selects a
longer route even if there is a shorter route to
another server; therefore, the number of hops in
DNS is larger than in our method.

The average link utilization in the network
after receiving 800 requests was 43.6% with our
method, 50.3% with LSL, and 49.2% with DNS.
Our method can achieve a lower link-load than
the other methods even if it accepts more requests.
Therefore, our method optimizes the network to
achieve efficient utilization of resources.

4.2 Effect of dynamic load balancing
Next, we show that dynamic load balancing

(D-LB) can prevent a reduction of the best-effort
traffic rate under a time-varying QoS traffic rate.
For simplicity, we consider the flow of traffic
between two points with two connecting paths and
assume a link capacity of 100 Mb/s, a QoS maxi-
mum reservable bandwidth of 80 Mb/s, and an
input best-effort traffic rate of 50 Mb/s.

QoS flows are added every 5 seconds with a
reserved bandwidth of 6 Mb/s.  We assume that
the traffic rate of each QoS flow varies sinusoi-
dally.  We consider the definitions of link
utilization given in Equations (4) and (5) and as-
sume that dynamic load balancing begins to work
after link utilization exceeds 80% for 30 seconds.

Figure 9 shows a simulation of the through-
put versus time.  Without D-LB, the best-effort (BE)
rate is degraded when the QoS rate exceeds 50 Mb/s.
However, with D-LB, the best-effort rate remains
almost constant at 50 Mb/s.  In the case of D-LB1,
in which link utilization is based on the sum of the
best-effort rate and QoS rate as in Equation (5),
the throughput decreases for a while because there
is a time lag between the start of congestion and
traffic rerouting.  On the other hand, in the case of
D-LB2, in which congestion is predicted based on
the reserved bandwidth using Equation (4), con-
gestion is avoided in advance so there is no

Figure 9
Effect of dynamic load balancing.
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4.3 Effect of our end-point QoS control
scheme
To evaluate the effect of the proposed error

recovery method, we built a testbed consisting of
a realtime MPEG-2 (Moving Picture Experts
Group phase2) encoder/decoder connected to the
B-flets access network (Figure 10).  We used this
testbed to observe the packet loss characteristics
under the following conditions:
1) Audiovisual coding: MPEG-2 VBR (average

3 Mb/s)
2) ADU size: 1400 bytes
3) Interval of FEC packets: 4
4) Maximum retransmissions per packet: 3
5) Overall end-to-end delay (maximum buffer-

ing at the decoder): 300 ms
6) End-to-end hop count: 14
7) Bandwidth allocation (Value of a:b in

Figure 4): 1:4



252 FUJITSU Sci. Tech. J., 39,2,(December 2003)

H. Yamada et al.: QoS Control by Traffic Engineering in Content Delivery Networks

Figure 10
Block diagram of testbed for error recovery.
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Figure 11 shows the packet loss ratio with
and without our proposed method for a period of
27 hours.  The original packet loss ratio reached
4.5%, but is dramatically reduced to 0.023% with
our method.

5. Conclusion
In this paper, we proposed an architecture

and method for dynamic TE.  Dynamic TE aims

at effective coexistence of QoS-guaranteed traffic
and best-effort traffic by using an optimum serv-
er and route selection algorithm based on server
and network loads and dynamic load balancing.
Our optimum server and route selection algorithm
achieved a low blocking probability and highly
efficient resource utilization.  Then, we showed that
dynamic load balancing prevents a reduction of the
best-effort traffic rate under a time-varying QoS
traffic rate.  We also proposed an end-to-end
error reduction/recovery method for continuous
media in best-effort environments.  When the
number of routers, servers, and requests become
big in a large-scale network, we have to consider
the calculation and control times and the number
of paths in the network.  We will study and evalu-
ate these scalability issues in detail to realize our
dynamic TE architecture.
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