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In this paper, we propose a shift from the current data-pipe view network paradigm to
a virtual-server view network paradigm via the intermediary stage of a virtual-router
view network paradigm.  The proposed shift forms the basis of our R&D for the next-
generation IP network.  Based on this shift, we propose a double-plane network archi-
tecture, consisting of a simplified data forwarding plane and a service control plane
that performs all the complex processing tasks.  The data forwarding plane is based on
an advanced photonic network.  The service control plane consists of agent, service,
and policy control layers with open interfaces between them.  Leading-edge informa-
tion processing technologies such as active node, agent, distributed processing, and
policy-based management are used in this plane.  Since mobile communication is be-
coming a major access technology, an approach to integrating mobile and fixed net-
works into this framework is also proposed.  This paper also reports on the current
status of some key technologies, for example, photonic networks, agent technology,
and policy based management.

1. Background
This paper describes our view of a possible

series of IP network paradigm shifts and propos-
es a next-generation IP network architecture
which fully utilizes the capability of photonic net-
works and leading-edge information processing
technology.  This view of network paradigm shifts
forms the foundation of the R&D activities de-
scribed in this special issue.  A brief overview of
the current R&D status of some key technologies
is also included in this paper.

The explosion of the Internet is causing an
exponential increase in the demand for capacity.
This increase is greater than the doubling increase
that can be achieved due to the improvement in
semiconductor performance predicted by Moore’s
Law.  The next-generation IP network must be de-
signed to cope with this increase.

Although the transmission link capacity can
be supported by using dense WDM technology,

there may be a node processing bottleneck in the
near future.  This is because the current network
paradigm, shown in Figure 1, is a data-pipe sys-
tem that connects a series of routers to realize
hop-by-hop linking.  All packets that arrive at a
node are stored and processed, which means that
the required node processing power will increase
in proportion to data traffic.

Figure 1
Current data-pipe view network.
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The virtual-router view network we propose
for the next step of the IP network can overcome
this node bottleneck problem by providing network
users with a single virtual-router view.  Node cut-
through with different granularities is a key
technology in the proposed network.  This releas-
es the node from the need to process transit
packets, and only the packets which need to be
terminated at the node are processed.  In addi-
tion, this approach can also provide a better QoS.

The proposal is based on the advantages of
using photonic network technology.  WDM tech-
nology is being developed with a set target of 1000
wavelengths per fiber, and a dynamic wavelength
routing function is being made available.  This
enables wavelength routing for wavelength node
cut-through and the construction of a logical full-
mesh network with optical paths.

When the availability of low-cost, high-
capacity communication becomes a matter of
course, users’ interests will move to the types of
services that are provided, how easily the users
can access a desired service, and how well the ser-
vices can be received.  For network operators, it
will become less profitable to provide a communi-
cations pipe and the larger part of their profit will
be derived from the services they offer.  The virtu-
al-server view network is a network paradigm we
propose to meet the demands of the 21st century.
Our proposal is to provide users with a network
that looks like a huge server.  The objective of the
single-server view network paradigm is efficient
delivery of services.  The network will provide a
variety of functions to help the users obtain the
required services, and these services will be pro-
vided in a way that best suits the users’ situations.
Edge nodes will play a major role, and an advanced
network/service management and cutting edge
information processing technologies such as soft-
ware agents will become important requirements.

In the following sections, the essence of each
network paradigm and the current status of the
key technologies will be described.1)-10)

2. Recent trends of IP traffic and
the node processing
bottleneck
Two trends must be considered regarding the

next-generation IP transport network:
• There will be a continuous increase in traffic

volume.
• There will be an increasing demand for bet-

ter Class of Service (CoS) and Quality of
Service (QoS).
Because of the increase in IP traffic, the to-

tal communication traffic is estimated to keep
growing exponentially at an annual rate of 100%
or even 300%, which is much higher than Moore’s
law can keep up with.  Figure 2 shows the total
transmission capacity of deployed submarine
transmission systems around Japan.  The dotted
line indicates the 60% annual rate of increase in
traffic capacity that is obtained from Moore’s law.
The figure shows that the total capacity of a sin-
gle cable was increased by a factor of 1000 during
the past 10 years, which is equivalent to a 100%
annual growth rate.  The rate of increase is cur-
rently increasing, and a 300% annual increase has
been reported in the US.  Owing to WDM technol-
ogy, the increase in transmission capacity in
optical fiber has jumped beyond what we could
expect according to Moore’s law and is good enough
to meet demands for a high rate of increase
(Figure 3).

Figure 2
Capacity increase.
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However, despite this increase in transmis-
sion capacity, it seems that the implementation of
switching/routing nodes will be a key problem
when the next-generation network is construct-
ed.  Since the increase in capacity demand exceeds
the rate predicted by Moore’s law, the node imple-
mentation cannot be achieved simply by advances
in semiconductor technology.  Figure 4 shows
projections for the power consumption/footprint
increases that can be expected if traffic increases
at an annual rate of 100%, 200%, and 300% be-
tween 2000 and 2005.  These projections take into
account the 60% yearly reduction in power con-
sumption and footprint achieved by improvements
in semiconductor technology.  As can be seen, if
the traffic keeps growing at an annual rate of 300%
(R=4), node power consumption will grow almost

100 times in 5 years.  Even with a 200% annual
increase, the node power consumption would grow
by a factor of 23.  Since these figures are not ac-
ceptable from the economic viewpoint, a
fundamental change in network architecture is
required to accommodate the anticipated growth
of IP traffic.

The second point is that the demands for a
high CoS and QoS are increasing.  This is because
a variety of information processing systems that
execute mission critical applications are being
built on the Internet infrastructure and some of
these applications demand guaranteed high-band-
width, high-availability communication.  The
change in the type of contents being delivered by
the Internet is also strengthening the need for a
high CoS and QoS.  Real time streaming services
such as voice and video are sensitive to bandwidth,
delay, and performance, and therefore require a
high QoS.  One solution is to use the dynamic la-
bel path setup concept used in MPLS coupled with
traffic engineering technology.  However, this will
make the processing performed at the nodes more
complex and the required improvement in node
processing power would be greater than the im-
provement achieved in traffic capacity.

The above discussion makes it clear that a
fundamental change in network architecture is
necessary to guarantee there will be no node pro-
cessing bottleneck in the future.  Our proposal is
that we make a network paradigm shift toward a
virtual-router view network that fully exploits the
capabilities of photonic networking technology.

3. Virtual-router view network
based on photonic technology
Figure 5 shows the virtual-router view net-

work which we propose.  Basically, our approach
is to make the public network operate and look
like a single virtual router.  Most of the intelli-
gence is moved to the edge nodes and the core
consists of a simple, very high capacity, data trans-
port mechanism.  Incoming IP packets are
terminated at the ingress node, and their paths
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Capacity improvement in optical transmission system.
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are assigned.  Internal transfer of IP packets is
done based on the path using efficient switching
technologies such as layer 1 wavelength switch-
ing, SONET-like jumbo frame switching, and layer
2 label switching.  At the egress edge node, IP
packets are terminated again and sent out to the
access line.  This architecture avoids the need for
hop-by-hop processing of IP data.

The best-effort path and a guaranteed path
are prepared, and each IP packet is properly as-
signed to the appropriate path at the edge nodes.
Guaranteed paths can be provided by IP QoS rout-
ing, but they could also be provided, for example,
by ATM when the use of a different transport
mechanism is appropriate.  This type of configu-
ration could be built using a WDM-based photonic
network.  The main benefit provided by WDM
is wavelength transparency, which makes it
possible to maintain independence between wave-
lengths.  As a result, different transport systems,
different bit rates, and different QoS class paths
can be realized by assigning different wavelengths
in a single fiber.

Node cut-through by wavelength routing is
essential for the proposed network. It can be real-
ized by giving the network a logical full-mesh
structure so that only the traffic that is terminated
at the node is processed and the transfer traffic

cuts through the node without any routing pro-
cessing.  Using WDM, multiple independent opti-
cal wavelength channels can be accomodated on a
single fiber.  Currently, 256 optical wavelength
channels are within reach, and we have set a tar-
get of 1000.  In addition, optical add drop and cross
connection functions, which route optical wave-
length channels with wavelength information as
a routing key, have become available.  These make
it economically feasible to provide a wavelength
path on a fiber and to drop only the necessary
optical wavelength channels at the termination
node.

Figure 6 shows the candidate transport
node for this network.  Node cut-through is ap-
plied at different granularities: the wavelength
base, SONET-like jumbo frame base, and layer 2
label base.  The first two methods do not process
packets at all, which eliminates the packet pro-
cessing delay time and also releases the node from
the need to process packets by off-loading the
processing of the transfer packets.

4. Virtual-server view network
architecture
 Figure 7 shows the virtual-server view net-

work which will be the final stage of the network
paradigm shift.  The virtual-router view network
forms the foundation of the physical data trans-
port network.  Since the value of the network at
this stage is measured by how easily and comfort-

Figure 5
Virtual-router view network.

Edge-node AccessAccess Core-node

Edge-SW Edge-SW

IP-termination
- Cut-through (Lambda, Label)
- Path isolation by Lambda

   IP access 

ATM network

IP access 

Edge-node
Access Access

Access Access

IP-termination

Best-effort 
path 

(Connection-less) 

Guaranteed 
path 

(Connection-oriented)

L-SW: Label switching

Virtual Router

WDM

WDM

SONET SONET

WDM WDM

SONET L-SW

L-SW

L-SW
SONET-like ADM/XC 
(Jumbo frame-ADM) 

• Quick restoration, efficient use of  
   bandwidth, better QoS by multi-path  

Optical ADM/XC

Packet/cell ADM/XC

Cut-through 
in frame level

Cut-through in 
L2 packet level 

Router (over L3)

Cut-through in Lambda level

∑ Lambda i 

Totally efficient handing 
of high-volume IP traffic

• Reduction in packet processing by  
   cut-through.

Figure 6
Photonic node structure.



7FUJITSU Sci. Tech. J.,37, 1,(June 2001)

T. Tsuda et al.: R&D for the Next-Generation IP Network

ably users can obtain services, our network will
differ from other networks in terms of architec-
ture and functionality; for example, it will enable
dynamic allocation of functions, easy addition of
new services, and efficient navigation to services.
Leading-edge information processing technologies,
for example, an active network, agent technology,
distributed processing, and policy-based manage-
ment, will play a major role.

Another compelling reason for the network
paradigm shift is that mobile access will become
an important access mode on networks. In Japan,
the number of mobile phones in use has already
reached around 60 000 000, which is more than
the number of wired telephone lines in use, and it
is still increasing.  The third-generation mobile
communication system (IMT-2000) can provide a
higher capacity and a 10-fold improvement in the
bit error rate, which will greatly improve the qual-
ity of mobile data communications.  In addition,
the IP development world is working hard to
provide mobile IP.  Therefore, we propose an inte-
grated fixed/mobile network that treats all the
terminals as mobile terminals with the fixed ter-
minals considered to have zero mobility.

The network architecture we propose is
shown in Figure 8.  The network is logically sep-
arated into two planes: a data forwarding plane
and a service control plane.  The data forwarding
plane uses a very simple data transfer mechanism

based on the wavelength path, while the complex
processing is integrated on the service control
plane.    The virtual-router view network provides
the mechanism for realizing the data forwarding
plane.

The service control plane consists of an agent
layer, a service layer, and a dynamic policy man-
agement layer.  Open interfaces are defined at the
boundaries of layers and planes.  An agent layer
is provided to help the users easily reach services
and to connect to them in a manner appropriate
for their needs.  Agents are also used for network
management, collecting the dynamically chang-
ing information about the network environment
and services and collaborating with policy
managers.  A policy-management layer is provid-
ed to automate system management based on the
management policy.    This layer also controls the
behavior of agents to harmonize the operations of
the system.  One new feature of our proposal is
the use of dynamic policy management instead of
the currently used static policy management.
Since we assume that services and node function-
alities change dynamically, as has been proposed
in active network concepts, the addition of this
feature is necessary for policy management.

Figure 9 shows how we plan to integrate
mobile and fixed networks in the proposed net-
work architecture.  All terminals are treated as
mobile ones, with the fixed terminals regarded as

Figure 7
Virtual-server view network.
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mobile terminals having zero mobility.
The core is the subscriber database, which

contains information such as the subscriber loca-
tions, accessible systems, and service classes.  To
provide a service to a user, the communication
agent accesses the database and retrieves the us-
er’s location for routing purposes.  At the same
time, the agent collects information about the sys-
tem to be accessed and determines various details
about the service to be offered, for example, the
type of media, coding scheme, bandwidth, and pro-
tocol.  The agent also collects information about
the encoding scheme, protocol, bit rate, and ser-
vice class.  When the user moves to another
location, the advanced home agent detects the
change and informs the database agent of the cur-
rent location so that the database can be updated.

In this architecture, most of the network in-
telligence and services are provided at the edge
nodes.  Figure 10 shows the edge node structure
we propose.  Functionally, it is separated into two
parts: the circuit termination and the service gate-
way.  Circuit termination deals with a variety of
access networks, including wireless ones, and
changes the transmission format into that of the
data forwarding plane.  The service gateway is the
key part for providing a user with a single-server
view.  It provides network middleware functions
such as QoS mapping and traffic monitoring/load
balancing, network interface conversion functions,
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proxy service functions such as mobile agents and
firewalls, and the service navigation function for
providing an efficient connection to servers.  The
servers can either be a part of the service gateway
fabric or outside the edge node and connected by
the service control plane.  Figure 11 shows
GeoStream, which is a carrier IP edge node that
Fujitsu has developed.  GeoStream is a suitable
platform for realizing the network we propose.  We
are now developing the key functions to be imple-
mented in GeoStream to make it an advanced edge
node.
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5. Current status of key
technologies

5.1  WDM transport
To increase the number of wavelengths, a

combined C + L-band optical amplifier was devel-
oped.  The C-band is from 1530 to 1570 nm, and
the L-band is from 1570 to 1610 nm.  An example
of this amplifier’s performance is shown in
Figure 12.  This example shows the WDM
spectrum after a 7221 km transmission with
211 wavelengths having a 0.3 nm spacing.  We
are currently aiming to achieve 1000 wavelengths
by further narrowing the wavelength spacing to
0.2 nm.  We are also developing an optical amplifier
which can cover shorter and longer wavelength
regions.

5.2  Wavelength routing
The optical add drop multiplexer (OADM)

and the optical cross connection switch (OXC) are
typical functional blocks for wavelength routing.
A fixed wavelength type OADM which adds and
drops predetermined wavelengths is already on
the market, and a dynamic OADM which can
change the add and drop wavelengths is under
development.  The key devices in these OADMs
are a tunable filter and a tunable laser diode (LD).
For the tunable filter, we have developed a unique
device called an Acousto-Optic Tunable Filter

(AOTF) which can selectively pick up a wavelength
while letting the other wavelengths pass through.
The wavelength to be picked up is selected by vary-
ing the frequency of a sinusoidal control signal of
around 170 MHz.  Multiple wavelengths can be
selected by simultaneously adding multiple
control signals.  The performance of our AOTF
makes it suitable for use in practical systems.
Figure 13 shows the structure of our tunable LD.
In this example, eight LD arrays, an optical cou-
pler, and a semiconductor optical amplifier are
monolithically integrated on a single chip.  Each
LD has a tunable range of more than 400 GHz,
and the module can cover 32 wavelengths with a
100 GHZ spacing.

An optical cross connect switch (OXC) is an-
other important functional block for wavelength
routing.  Small-scale OXCs are commercially avail-
able.  We have demonstrated a 32 × 32-port OXC
and are now expanding the scale to 256 × 256
ports.

5.3  Agent technology
The key agent technology functions we

expect to provide in the proposed network are
1) easy access to services by hiding the differenc-

Figure 12
WDM spectrum with 211 wavelengths.
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es of systems, 2) adaptive selection of services,
3) user-customization of provided services, and
4) collaboration between different systems.  These
functions will be realized using various technolo-
gies, for example, a mobile agent that hides the
low transmission quality of wireless systems and
achieves a reasonable throughput with TCP/IP-
based services, network plug-and-play that
seamlessly provides personalized service access
independent of the network access environment,
and an agent that connects a CORBA-based net-
work management system to the Common
Management Information Protocol (CMIP).  An
example of a virtually integrated database is
shown in Figure 14.  The mediator provides the
user with a single virtual-database view by hid-
ing the differences between connected database
systems and access locations and gives them the
ability to access data using their own database
access methods.  The system is already in use with-
in Fujitsu and currently has more than 10 000 users.

5.4  Policy-based management
Policy-based management is gaining popu-

larity, especially in IP network management.  Also,
policy-based networking (PBN) is a hot discussion-
item among the members of the IETF, and some
products have recently been announced.  We have
developed a policy-based enterprise management

system that uses PBN to manage the network part
of the system.  Current PBN, however, is based on
a scenario in which the functionality and network
resources are predetermined.  Since the network
we propose dynamically changes the node func-
tionality to introduce new services and change the
bandwidth on demand, a new aspect, which we
call “dynamic policy management,” must be add-
ed to policy management.

Figure 15 illustrates our concept of a dynam-
ic policy-management system.  As a special
feature, it has a hyper-knowledge space, which is
a loosely connected set of different agent groups
which function as a pluggable or dynamically ex-
pandable part of the hyper-knowledge space.
Since each network application, for example,
e-mail, requires application-specific knowledge,
these application-specific issues are handled by
special agent groups.  A new service can be intro-
duced simply by adding a special agent group.
Each agent collects and stores network informa-
tion in a distributed manner by walking through
the nodes in the network.  Active policies, which
are agents themselves, can communicate with
agents in hyper-knowledge space to implement
policies and retrieve information from agents.
These active policies also serve as a medium be-
tween a network management system (NMS) or
active policy based management system (APBMS)
and other agents in hyper-knowledge space.
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6. Conclusion
This paper proposed a shift in the network

paradigm based on the view that the value of a
network in the 21st century will be measured by
how easily it provides services.  The third stage of
this shift involves providing users with a virtual-
server view network.  For the data transport
platform of this network, we have also proposed a
second stage network called the virtual-router
view network.  The double-planed network archi-
tecture we proposed uses a photonic network and
leading-edge information processing technologies.
The current status of key technologies was also
described as a foundation of the proposal.  We look
at this network from our viewpoint as a service
solution provider.

Because of our advanced communication,
information processing, and system/service inte-
gration technologies, we at Fujitsu can contribute
to society by providing technologies and knowl-
edge to end-users through a network.  The service
control plane, which is independent of the physi-
cal network structure, is the platform upon which
we will achieve our objective.
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