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This paper describes a speaker position detection system that achieves a high degree
of accuracy using a multimodal interface that integrates audio and visual information
from a microphone array and a camera.  First, the system detects the position and
angle of the microphone array relative to the camera position.  Next, audio processing
detects sound source positions and visual processing detects the positions of human
faces.  Finally, by integrating the sound source positions and face positions, the sys-
tem determines the speaker’s position.  The system can integrate audio and visual
information, even if the spatial relationship between the microphone array and camera
is initially unknown.  The system achieves a high detection rate for the speaker’s posi-
tion in a noisy environment.

1. Introduction
Multimodal interfaces use a variety of tech-

nologies such as speech processing and image
processing to create a natural and friendly hu-
man interface and have recently been the subject
of much study.1),2)  The various modalities present
in a multimodal interface, which correspond
roughly to the five senses, and the information of
the modalities need to be input, processed, and
output concurrently or sequentially as circum-
stances require.  Multimodality is an essential
requirement for a true human interface which
allows a user to interact with a personal comput-
er or other equipment using such means as speech,
gestures, and eye movements.

A sensing system that integrates audio and
visual information is a kind of multimodal inter-
face.3)  We have previously studied a speaker
position detection system that uses audio and
visual information integration.4)  The system in-
tegrates audio information from a microphone
array and visual information from a camera to
detect a speaker’s position with a high degree of

accuracy in a noisy environment.  The system can,
for example, be combined with a speech enhance-
ment system5) to make a hand-free telephone
system that can be used in a noisy environment.

However, the system cannot integrate audio
and visual information if the relationship between
the microphone array position and the camera
position is unknown.  Therefore, the microphone
array and the camera must be set at predeter-
mined locations or their positions must be input
to the system.

This paper presents a new method that can
overcome this problem.  First, this method calcu-
lates the position and angle of the microphone
array relative to the camera position and then in-
tegrates the results of the audio processing and
visual processing according to the calculation re-
sults.  In this way, the system can detect a
speaker’s position, even if the spatial relationship
between the microphone array and camera is ini-
tially unknown.
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Figure 1
Prototype speaker position detection system.

2. Speaker position detection system
2.1 Outline

Figure 1 shows a prototype system that uses
the proposed method, and Figure 2 shows its
block diagram.  The system is connected to a mi-
crophone array, camera, and stereo loudspeakers.
The microphone array consists of three nondirec-
tional microphones, and the loudspeakers are used
to detect the spatial relationship between the mi-
crophone array and the camera.  The processing
is performed by two personal computers that are
connected with a network.  One of the computers
is used for processing the audio information and
the other is used for processing the visual

information and integrating it with the audio
information.

Figure 3 shows the common coordinate
system for the visual processing and integration,
and Figure 4 shows the coordinate system for the
audio processing.  The system detects sound source
positions using audio processing and detects the
positions of human faces using visual processing.
The speaker’s position (x, y, z)SP is detected by in-
tegrating the detected sound source positions and
face positions in the coordinate system for inte-
gration.  In Figure 3, the camera and loudspeakers
are fixed in the coordinate system for integration
processing.  However, the microphone array is
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movable, so its position and angle relative to the
camera are initially unknown.  Therefore, the
system must detect the microphone array’s posi-
tion and angle before it can integrate the sound
source positions and face positions.

Step 1 in Figure 2 shows the process for de-
tecting the spatial relationship between the
microphone array and the camera.  First, based
on the camera position, the microphone array po-
sition is roughly estimated using audio processing
which can search 360 degrees (up/down, left/right)
around the microphone array.  Next, the system
accurately detects the position and angle of the
microphone array in the coordinate system for
integration using visual processing.  Finally, the
system makes a coordinate conversion table from
the relationship between the microphone array
position and camera position.  This table converts
the coordinates for audio processing into the
coordinates for integration.  The coordinate con-
version table is used in Step 2.  Step 1 reduces
the processing time and the detection error rate.

In Step 2, the system detects the sound source
positions and face positions.  The speaker’s posi-
tion is detected by integrating the results of the
sound source position detection and the face posi-
tion detection using the coordinate conversion
table.

By using this method, therefore, the system
can detect a speaker’s position, even if the spatial
relationship between the microphone array and
the camera is initially unknown.

2.2 Step 1: Detection of spatial
relationship between microphone
array and camera
The spatial relationship between the micro-

phone array and the camera is detected in Step 1
as follows:
1) Detection using audio processing

Figure 5 shows the audio processing for de-
tecting the microphone array/camera relationship.
First, the loudspeaker positions in the coordinate
system for audio processing (Figure 4) are detect-

ed using the microphone array.  Next, based on
the camera position in the coordinate system for
integration (Figure 3), which is fixed with respect
to the loudspeaker positions, the microphone ar-
ray position is roughly estimated using the
detected loudspeaker positions.

The various stages in the detection process-
ing shown in Figure 5 are explained below.
aaaaa
– A signal is output to the left-channel loud-

speaker.
– The crosscorrelation coefficients RAC(xai, yaj,

zak) of the Mic A and Mic C input signals and
RBC(xai, yaj, zak) of the Mic B and Mic C input
signals in the coordinate system for audio
processing are calculated.

sssss
– The position of the left-channel loudspeaker

(xa, ya, za)L is calculated from the crosscor-
relation coefficients  RAC(xai, yaj, zak) and
RBC(xai, yaj, zak) using triangulation.
The position of the right-channel loudspeak-
er (xa, ya, za)R is calculated using a similar
procedure.

ddddd
– The position of the camera in the coordinate

system for audio processing is calculated from
loudspeaker positions (xa, ya, za)L and
(xa, ya, za)R.

– From the calculated camera position, the
position of the microphone array in the coor-
dinate system for integration is calculated.

Figure 5
Audio processing for detecting microphone array/camera
relationship.
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2) Detection using visual processing
Figure 6 shows the visual processing for de-

tecting the microphone array/camera relationship.
First, the camera is turned to the estimated posi-
tion of the microphone array.  Next, the position
and angle of the microphone array are accurately
calculated by the visual processing.  The visual
processing uses the microphone marker shown in
Figure 7.  This marker has two black circles of
different diameters, and the position and angle of
the marker are detected using the spatial rela-
tionship between these black circles (Figure 8).

The detection processing shown in Figure 6
is explained below.
aaaaa
– The camera is turned to the estimated posi-

tion of the microphone array.
sssss
– The position (x, y, z)A and angle ωωωωω of the mi-

crophone array in the coordinate system for

integration are calculated by the visual
processing using the microphone marker.

3) Creation of table for coordinate conversion
A sound source position (xa, ya, za)S in the

coordinate system for audio processing corre-
sponds to a position (x, y, z)S in the coordinate
system for integration as shown in Figure 9.  The
coordinates are converted according to Equation
(1) using a parallel displacement and a rotation
around the z-axis based on the position and angle
of the microphone array that were calculated in
(2) above.  The system creates a coordinate con-
version table for the speaker position detection
described in Section 2.3 below.  Table 1 shows an
example for microphone array position (x, y, z)A =
(20, 10, 5) and angle ωωωωω = 0º.

Figure 7
Microphone array and marker.
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2.3 Step 2: Detection of speaker’s
position
The speaker’s position is detected in Step 2

in Figure 2 as follows.
1) Detection of face positions

Figure 10 shows the visual processing for
detecting the positions of human faces in the vi-
sual input.  The face positions are detected by
histogram matching6) between a template made
in advance from an image of a human face and a
color histogram obtained from an HSI color space
transformation of the visual input.  (In the detec-
tion experiments described in this paper, the
template was made from an image of a person who
was not a subject of the experiments.)  The high-
est matching values rv(xi, yj, zk) give the positions
of faces in the visual input.

The detection processing shown in Figure 10
is explained below.
aaaaa
– The RGB data of the input image is trans-

formed to HSI (Hue, Saturation, Intensity)
data.

sssss
– A color histogram is created from the HSI

data.
ddddd
– The matching values rv(xi, yj, zk) of the histo-

gram and the template are calculated.
2) Detection of sound source positions

The processing for detecting the sound source
positions in the coordinate system for audio pro-

cessing is similar to the processing for detecting
the loudspeaker positions shown in Figure 5.  The
products ra(xai, yaj, zak) of the crosscorrelation co-
efficients RS

AC(xai, yaj, zak) and RS
BC(xai, yaj, zak)

are calculated.  RS
AC(xai, yaj, zak) and RS

BC(xai, yaj,
zak) are calculated in the same way as RAC(xai, yaj,
zak) and RBC(xai, yaj, zak) in Figure 5.  The posi-
tions of the highest ra(xai, yaj, zak) values are taken
as the positions of sound sources.
3) Integration

In the integration stage, the ra(xai, yaj, zak)
values which give the sound source positions in
the coordinate system for audio processing are
converted to r’a(xi, yj, zk) values in the coordinate
system for integration.  Next, the products r(xi, yj,
zk) of r’a(xi, yj, zk) and rv(xi, yj, zk) are calculated to
obtain the speaker’s position.
4) Detection of speaker’s position

The position of the highest r(xi, yj, zk) is tak-
en as the speaker’s position, (x, y, z)SP.

3. Experiments
We measured the accuracy of the detected mi-

crophone array position and angle and the
detected speaker’s position to evaluate the pro-
posed method.

The coordinates for the integration were set
as follows:
• x axis: x0, ... , x39 (Interval: 10 cm)
• y axis: y0, ... , y39 (Interval: 10 cm)
• z axis: z0, ... , z9 (Interval: 20 cm)
• Camera position: (x20, y0, z7)

(-10, -10, 0)

(10, 0, 5)

-

-

-

-

Coordinates for

audio processing

Coordinates for

integration

(0, 0, 0)

(20, 10, 5)

(9, 9, 4)

(29, 19, 9)

Table 1
Example coordinate conversion table.
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Visual processing for detecting face positions.
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• Left-channel loudspeaker position: (x13, y3, z5)
• Right-channel loudspeaker position: (x27, y3, z5)

The coordinates for the audio processing were
set as follows:
• xa axis: xa-10, ... , xa9 (Interval: 10 cm)
• ya axis: ya-10, ... , ya9 (Interval: 10 cm)
• za axis: za0, ... , za4 (Interval: 20 cm)
• Microphone array position: (xa0, ya0, za0)

The sampling frequency was set to 8 kHz.

3.1 Experimental detection of
microphone array position and angle
We conducted the following experiments for

measuring the accuracy of microphone array po-
sition and angle detection.

3.1.1 Method
We tested the system as described in (a) and

(b) below at each of the nine positions shown in
Figure 11, ten times each at microphone array
angles 0º, ±45º, and ±90º (total of 9 × 10 × 5 = 450
tests).

(a) Detection using audio processing
First, we measured the accuracy of estima-

tions of microphone array position in the
coordinate system for integration using audio pro-
cessing.  Each estimation was judged to be a
success if the camera could see the microphone
array after it was turned to the estimated position.

(b) Detection using visual processing
Then, we measured the accuracy of micro-

phone array position and angle detection using
visual processing with the microphone marker
placed near the position estimated in (a).  The
errors in position detection were recorded as dis-
tance and direction errors relative to the camera
position.  Then, to help us evaluate the system’s
ability to detect the position and angle, we repeat-
ed this test using visual information only and
compared the processing times.

3.1.2 Result
(a) Detection using audio processing
Table 2 shows the measurement results for

microphone array position estimation using au-
dio processing at the five different angles.  The
average rate of successful detection is about 84%.
The variation in the rate over the five angles is
due to the particular arrangement of microphones
we used (see Figure 4).  We will study this matter
and look for an arrangement that reduces this
variation.

(b) Detection using visual processing
The maximum detection errors for all the po-

sitions shown in Figure 11 are shown below.  These
results show that the errors are small and did not
affect the experiment for speaker position detec-
tion described in the next section.
– Position errors

Distance : ±10 cm
Direction : ±1º

– Microphone array angle error :  ± 3º

Angle (° )

Correct estimates (%)

-90

100

-45

82

0

76

45

76

90

84

Table 2
Correct estimates for microphone array position.
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Figure 11
Microphone array positions in experiments.
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When only visual information is used, the de-
tection accuracies for distance, direction, and angle
are similar to the results of the proposed method,
but the processing time is about eight times long-
er than the time taken by the proposed method.

3.2 Experiment for speaker position
detection
We conducted experiments for measuring the

detection rates for a speaker’s position in noisy
environments.

3.2.1 Method
We measured the detection rates for a speak-

er’s position when the microphone array was at
the circled position shown in Figure 11 and its
angle was 0º.  First, the position and angle of the
microphone array in the coordinate system for
integration were detected.  Next, a coordinate con-
version table similar to Table 1 was made.  Finally,
the speaker’s position was detected by integrat-
ing the audio and visual information.  To further
evaluate the proposed method, we also detected
the speaker’s position with ordinary methods that
use audio or visual information only.

In the experiments, we used three kinds of
noise:
– Audio noise

We placed a loudspeaker that was outputting
human speech beside the speaker.  The level
of sound output was about 64 dB(A).

– Visual noise
We changed the illumination conditions by
switching fluorescent and incandescent
lamps on and off and visually complicated the
scene by putting up posters.  We also mea-
sured the detection rates without noise for
reference.
In the experiments, we set the admissible

range of errors to ±30 cm based on human body
size and the distances shown in Figure 11.

3.2.2 Results
Figure 12 shows an example of integration

on the xy plane (z = zS) for a complex scene.  The
person on the right is speaking and the person on
the left is silent.  The example shows that the
visual influence of the person on the left is elimi-
nated by integrating the audio information r’a(xi,
yj, zk) and the visual information rv(xi, yj, zk).

Figure 12
Example of integration.
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Figure 13 shows the average detection rates
for the speaker’s position when the three types of
noise described in Subsection 3.2.1 were present.
When there was no noise, the detection rates of
the three methods were roughly equal.  However,
when the three types of noise were present, the
detection rate of the proposed method was higher
than the rates of the ordinary methods.

These results prove that the speaker’s posi-
tion can be detected with a high degree of accuracy
in a noisy environment by integrating the audio
information and visual information.

4. Conclusion
We proposed a method of speaker position

detection that integrates audio and visual infor-
mation from a microphone array and a camera.
The speaker’s position is detected by integrating
the audio and visual information based on the
detected spatial relationship between the camera
and microphone array.  Experiments have shown

that the system can integrate audio and visual
information even if the spatial relationship be-
tween the microphone array and the camera is
initially unknown and that it can detect the speak-
er’s position with a high degree of accuracy in a
noisy environment.

We are planning to study a method for im-
proving the detection accuracy for the microphone
array/camera spatial relationship, and a method
for updating the relationship without interrupt-
ing an application by using the speaker position
detection system.  We will use this system in var-
ious personal-computer applications.
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