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Utilizing VMware vSphere Virtual Volumes (VVOL)
with the FUJITSU Storage ETERNUS DX S3 series
Reference Architecture for Virtual Platforms
(15VM/iSCSI)

The ETERNUS DX S3 series now supports VMware vSphere Virtual Volumes (VVOL).
This document provides an overview of VWOL and explains how to implement this function.
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Preface

Purpose of this document
This document shows a verified reference architecture for virtual platforms that are created with the FUJITSU Storage ETERNUS DX S3 series

and FUJITSU Server PRIMERGY using VMware vSphere Virtual Volumes (hereinafter referred to as VWOL).

The following information is provided in this document:
- WOL configuration procedure
- WOL operation procedure

B [ntended audience
This document is intended for personnel who have knowledge of VMware vSphere and are engaged in designing, configuring, or operating

the system.
Therefore, basic information for creating VWOLs such as the procedures from the installation to the setup of VMware ESXI and vCenter Server,

and the setup procedure of vSphere HA is omitted here.

m QOther information
Note that because the procedures and screens that are used here are based on our verification machine, different operations may be

necessary depending on the system configuration and the environment used.

October 2015
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1 WOL Overview and Implementation Requirements
This chapter provides an overview of VWOLs and the requirements for implementing VVOLs.

1.1 WOL Overview

1.1.1 What is VWWOL?
VMware Virtual Volume (WOL) is a new storage management technology added to VMware vSphere 6.0.

Conventional storage operations using VMFS required complicated volume assignments and operations while taking into account resource
allocations for virtual machines due to multiple VMDK (virtual disk) assignments to a single storage volume (LUN).

In storage operations using VVOLs, a storage volume is assigned to each VMDK of the virtual machine to allow the storage system to manage
the storage for each virtual machine.

By allowing the storage to be used by each virtual machine, functions such as backup and performance management that were previously
performed only for storage volumes can be set for each virtual machine.

In addition, reducing the administrative workload that is caused by separating the storage administrators from the virtual machine
administrators is possible.

VMDKSs correspond one-to-one with storage volumes

to achieve virtual machine-level operations

Conventional storage operations

VWOL storage operations

B Virtual machine deployment on the VMFS must
be designed

B LUN-level backups and restores

B Designing the virtual machine deployment is
simple
® Virtual machine-level backups and restores

B Snapshots use delta files (Redo) B Managing changes to the snapshots is
offloaded to the storage system

_ - ‘|:|| ‘I:I‘
‘I:I‘ ‘I:I‘ ] =]
CJ ] : :
’ VMDK J’ VMDK J’ VMDK J’ VMDK J
’ VMDK H VMDK H VMDK H VMDK J L
VWOL datastore
VMFS datastore
Pool
- ——— )

Figure-1 Storage operations with VVOLs

1.1.2 Main Features of the WOLs that Fujitsu Provides
Fujitsu provides VWOL environments with the implementation of the ETERNUS DX S3 series (excluding the DX60 S3), ETERNUS SF, and

ETERNUS VMware vSphere Storage APIs for Storage Awareness (VASA) Provider.
The following figure shows the storage systems that support VWOLs.
B ETERNUS DX S3 series (excluding the ETERNUS DX60 S3)

VWOL-compatible storage systems

'ETERNUS

ETERNUS ETERNUS ETERNUS “ETERNUS ETERNU
DX60 S3 DX100 S3 DX200 S3/ DX500 S3 DX600 S3 DX8000 S3
DX200F series

Figure-2 VVOL-compatible storage systems
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B ETERNUS SF
General name for Storage Software.
ETERNUS SF Storage Cruiser and ETERNUS SF AdvancedCopy Manager used for implementing VVOLs are described below.

- ETERNUS SF Storage Cruiser

An integrated management software for storage systems. This software ensures stable operations of entire storage systems that are
composed of the ETERNUS as the main device and other devices such as SAN network devices by managing the configuration,
performance, and failures of the entire storage system.

ETERNUS SF Storage Cruiser can further reduce costs and provide more stable operation in combination with various optional features for
different purposes; Automated Storage Tiering to optimize storage investments, Automated QoS to automatically adjust I/0 resource

allocations according to business requirements, guaranteeing data integrity between storage systems, and automatic switchovers of 1/0
access paths.

In WOL environments, VVOL operations that are performed from vCenter Server are run via ETERNUS VASA Provider.

- ETERNUS SF AdvancedCopy Manager

This software allows high-speed backups/restores and replication operations using the Advanced Copy functions.
In WOL environments, clone backups and snapshot backups can be performed.

B ETERNUS VASA Provider
An API that enables vCenter Server to acquire device information by linking with the storage system.
By installing ETERNUS VASA Provider in the operation management server for ETERNUS SF Storage Cruiser, the ETERNUS Disk storage
system becomes VASA compatible, and virtual infrastructures of the storage can be integrated and operations can be managed.

H Operation management server
ETERNUS SF Manager *
Internal/public CLI Internal API
Internal API
System administrator ETERNUS VASA Provider
ETERNUS DX S3 series
Web Service API
(VASA API)

Web Service API

[
VMware ESXi Server 4”

*General name for ETERNUS SF Storage Cruiser and ETERNUS SF AdvancedCopy Manager

VMware vCenter Server

Block Storage Access

Figure-3 Structure for creating a VVOL environment
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Implementation of VWOLs can provide the following operational efficiencies:

B Simple design and scalability
Multiple virtual machines with different operational requirements can be deployed in the same datastore.
Volumes can be properly allocated from the datastore to easily add virtual machines without having to consider VMDK assignments.
When creating virtual machines, the system administrator can also operate and manage the storage simply by operating vCenter Server.

®m Workload reduction during implementation
A complicated design to divide volumes is not necessary since the only requirement for implementing VWOLs is to create a pool. The
man-hours are greatly reduced during the configuration since LUN masking only needs to be performed when a pool is created.
Furthermore, the necessary system environment can be easily deployed just by configuring a storage policy while creating virtual
machines from vCenter Server.

suonesado abeioys [euonuaNUG)

Create a RAID Create/divide Perform LUN Recognize Create a Create VMs

) : storage ‘ ‘
nfiguration i : !
configuratio volumes masking ! volumes ! datastore

7)) &85

Multiple volumes may
be created depending

on the backup or other
requirements

} Must be performed eyery
| time volumes are credted

suonesado abeiols TOAA

Create a pool | ! Perform LUN i dCrvteatf a ! (reateVMs !
| : masking : atastore : 3
WoL datastore 3 WOL datastore 3
Only a pool creation is required OnIy once when
Complicated designs are not required the pool is created

Figure-4 Comparlson of |mplementation works

m Simple operation from vCenter Server (storage policy)
The service level (such as performance, availability, and backup) that is required for the storage can be set as storage policies from the
vCenter Server screens. Virtual machines can be created or volumes can be added simply by selecting storage policies and datastores from
the vCenter Server screens.
Operations using storage policies substantially reduce time and effort in the design phase by automatically distributing resources among
the virtual machines. In the operation phase, management of the virtual machines and the storage can be unified.

VMware administrators can manage storage operations

via VASA Provider

Storage policies
- Space

- Performance

- Availability

- Data protection
- Security

VASA
Prowder

Data services (functions)
- Snapshot

- Encryption
- AST
PollcyZ Pollcy3 Pollcy4 - Automated QoS

Figure-5 Storage policy
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B Easy, reliable virtual machine backups

In a WOL environment, backup operations are automatically performed by setting backup policies that define schedules and the number

of generations.

By acquiring full clones, the system can be immediately recovered even in the unlikely event of a physical failure.

With Fujitsu's original function, clone backups can be taken at the same time as snapshot backups.

WOL backup operations

B Easy backup settings using storage policies

B Ensured data protection with Fujitsu's original function

Backup operations in the ETERNUS DX S3 series

m Clone Backup Data can be protected by taking
E——) snapshots and performing a

Storage policy settings

woL replication at the same time
VMware administrator (Fujitsu's original function)
VMware
vCenter
= . Snapshot Backup
Snapshot Snapshot Snapshot Speedy backup ”5'"9
(1st) (2nd) (3rd) the storage copy function

Figure-6 VVOL backup operations

B Virtual machine-level/file-level restores

WOLs allow virtual machine-level restores because virtual disks (VMDK) have a one-to-one relationship with storage volumes.
In addition, file-level restores are also supported by Fujitsu's original function.
For file-level restores, only the necessary files are restored from snapshots using temporary volumes.

Virtual machine-level restores

File-level restores

B Various restores are possible according to the
requirements of the virtual machines

( Businessarea ) ( Backup area \

Copy

[ |

Virtual machine-
level restore

®m The ETERNUS DX's original function

retese | We nEkniE: | mpeaisl AR P

[Ewan [

DN Mo Lo

T PN N N 2445 ] - T

Fujitsu's original function
allows file-level restores

by selecting only the target
VMDK files

Figure-7 Virtual machine-level/file-level restores
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m Efficient operation using Fujitsu's original policy settings
Items related to storage operations such as backup policies and the priority level of Automated QoS can be easily set as policies from
vCenter Server. Simply by applying policies when creating the virtual machines, the VMware administrator can easily assign datastores
that match the requirements of the virtual machines without the need to coordinate with the storage administrator. In this way,
operational efficiency can be improved.
In addition, with Fujitsu's original user-friendly policy setting screens, various storage functions can be easily set up.

Various storage functions can easily be set up from vCenter

7 Crassa Hisw UM Stodaga Poticy

wt N s gescrigion
o

Rude: Sex
o 7 R Saln TRC A S rage iyl it e Extreme Cache e R
EIETEETTT
(SSD cache)

3 Sharage conpaiiily Fiubes by on eata services | o

Data —
Encryption S

< Automated A
Storage Tiering

Automated
QoS Mo et

Figure-8 Storage policy setting screen

1.2 Requirements for Implementing VWOLs Using the ETERNUS DX S3 series
The following sections describe the requirements for implementing VWOLs using the ETERNUS DX S3 series:

1.2.1 Configuration Requirements
The following configuration is required for implementing VWOLs:

B VMware ESXi host (physical server)
VMware vSphere 6.0 or later is required to use VWOLs. The Standard Edition or higher license is also required.
Prepare the required number of physical servers that are compatible with VMware ESXi 6.0.

B Disk storage system
Prepare the VWWOL-compatible ETERNUS DX S3 series or the ETERNUS DX200F.
Fibre Channel (FC) and iSCSI connections are supported. Fibre Channel switches are required for Fibre Channel environments.

B Management server
- vCenter server
A server in which vCenter Server is installed. This server can also be installed in a virtual machine.
With VMware vCenter Server Appliance, vCenter Server can be installed as pre-configured virtual machine.

- Operation management server
A Windows server in which ETERNUS SF Manager (ETERNUS SF Storage Cruiser) and ETERNUS VASA Provider are installed. This server can
also be installed in a virtual machine.

Install ETERNUS VASA Provider and ETERNUS SF Manager in the same server. vCenter Server and ETERNUS VASA Provider cannot be
installed in the same server.
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- DNS server
This server is required for vCenter Server, VMware ESXi hosts, and the operation management server to check the FQDN of one another.
An Active Directory server can be used as an alternative.
When using vCenter Appliance, the DNS must be able to resolve the vCenter Server's FQDN during the installation.

- NTP server
A server for synchronizing the clocks of vCenter Server, VMware ESXi hosts, the operation management server, and the ETERNUS DX S3
series using the NTP service.

1.2.2 Software Requirements
The following software is required for implementing VVOLs:
- VMware vSphere 6.0 Standard or higher
- VMware vCenter Server 6.0 or vCenter Appliance 6.0
- ETERNUS SF Storage Cruiser (V16.2 or later)*
- ETERNUS VASA Provider (V2.0 or later)
* The ETERNUS SF Storage Cruiser Optimization Option is required for Automated Storage Tiering.
The ETERNUS SF Storage Cruiser QoS Management Option is required for Automated QoS.

The following software is also required to perform snapshot backups using storage policies and clone backups for the virtual machines:
-ETERNUS SF AdvancedCopy Manager (V16.2 or later)

1.2.3 Licenses
The following software licenses are required for implementing VVOLs:
- VMware vSphere 6.0 Standard or higher
- VMware vCenter Server 6.0 Foundation or Standard
- Windows Server 2012 Standard (for the operation management server)
- ETERNUS SF Storage Cruiser Standard Edition

The following software license is required to perform snapshot backups using storage policies and clone backups for the virtual machines:
- ETERNUS SF AdvancedCopy Manager Standard Edition

Install the required number of licenses for VMware vSphere 6.0 and Windows Server 2012 according to the number of CPUs of the physical
servers that are to be used.
(Separately install the licenses that are required for the business servers that operate as virtual machines.)
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1.2.4 Points to Consider for Implementing VVOLs
This section provides points to consider when implementing VVOLs.

B Management server
The vCenter server and the operation management server are necessary for the operation of the virtual machines that use VOLs.

In order to configure the vCenter server and the operation management server on the virtual machines, datastores must be created in
VMFS volumes.

B Storage operation
- Storage policy
The ETERNUS DX S3 series provides the following storage policies:
(1) Virtual machine backups (clone backups and snapshot backups)
(2) Automated QoS
(3) Automated Storage Tiering (AST)
(4) Cache (policy related to the Extreme Cache settings or the Extreme Cache Pool settings)

(5) Security (policy related to encryption)

Clone backups (1) and (2) to (5) are expansion functions.
This document describes virtual machine backups (1).

- Volume management
When VVOLs are used, the number of management volumes is included in the maximum number of volumes that can be created in the

storage system. In addition, multiple VWOLs are required for each virtual machine. Therefore, a design that does not exceed the
maximum number of volumes is necessary.*

Operation design that takes into consideration

the maximum number of volumes in the storage system

g - B : = s )
G Bl B 8 — 8
: B ©- - o B
m w = =
@ I\ 2 2 el
9 ] J
I
® —

=

]

Replication Replication Replication  Replication

:
o
Y]
Q

Note the upper limit number of the volumes

in the storage system

Figure-9 Operation design that takes into consideration the maximum number of volumes in the storage system

* For the number of volumes, refer to "4 Notes".
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2 WOL Configuration Workflow
This chapter describes the VWOL configuration workflow and the procedures to operate VWOLs based on the verified configuration.

2.1 Configuration Environment
For virtual machine operations that use VWOLs, management servers are required. In this configuration, a vCenter server and an operation
management server that are required for VWOL operations are configured as virtual machines and redundancy is ensured using vSphere HA.
Fifteen business servers are also configured on the same vSphere HA.
iSCSI is used to connect between the ESXi hosts and the storage system, and the SAN is configured in the IP network.

B System overview
The procedures in this chapter are based on the following system configuration.
The contents in this document are described on the assumption that vCenter Server is installed using vCenter Server Appliance.

i l
|
; =R
Business servers Management server
Total of 15 units Center Operiion 1
sener management sever |
DNS serverf =
NITP sever , : *‘ ]
O h b = h h h
y v

C VMware HA — >

PRIMERGY RX200 S8

LAN switch

i - — P net
iSCS! connection |

/Gold Policy Silver Policy

Figure-10 System overview
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2.1.1 Component List

B Hardware/software
- Hardware
- Disk storage system: ETERNUS DX100 S3 = 1
- Industry standard server: PRIMERGY RX200 S8 x 3
- Layer 2 switch x 8

- Software
- VMware vSphere 6.0 (ESXi)
- VMware vCenter Server Appliance 6.0
- Windows Server 2012 R2 (for the operation management server)
- ETERNUS SF Storage Cruiser V16.2
- ETERNUS VASA Provider V2.0
- ETERNUS SF AdvancedCopy Manager V16.2 (for clone backups of the virtual machines)
- Red Hat Enterprise Linux 7 (for the business server)

B (Configuration information
- Management servers and business servers (physical machines)
vSphere HA was configured with three PRIMERGY RX200 S8 servers and virtual machines were created with two management servers
and 15 business servers.
The following table shows the physical configuration of each physical server.

Internal disk
[RAID level]

Intel® Xeon® processor 300GB x 2 1GB x 8 ports
2.40GHz 12 cores x 2 CPUs [RAID1] (Quad port LAN card x 2)

Table-1 Physical configuration of each physical server

CPU Memory LAN port

64GB

- Management servers (virtual machines)
AvCenter server and an operation management server were created in a VMFS datastore.

Server type Software CPU | Memory Disk Remarks
vCenter server VMware vCenter Server Appliance 6.0 2v(PU | 8GB ztzh?cck? ?isg'h?n[:::mal

Windows Server 2012 R2

Operation -
ETERNUS SF Storage Cruiser V16.2
t 4vCP
zwe?c:rgemen ETERNUS SF AdvancedCopy Manager V16.2 vePU | 5GB 20GB

ETERNUS VASA Provider V2.0
Table-2 Configuration of the management servers (virtual machines)

- Business servers® (virtual machines)
Fifteen business servers were created on VVOL datastores.
For the specifications of the business servers, the 15 virtual machines were configured based on the assumption that they have the
standard specifications provided by the cloud service.
Red Hat Enterprise Linux was installed as the 0S.

No. of : Snapshot Clone
Server type units Software CPU |Memory| Disk e backups
B ety |
- poticy Red Hat Enterprise Linux 7 | 2vCPU | 4GB 140GB
Business server 10 With With
with the Silver policy

Table-3 Configuration of the business servers (virtual machines)

* Although the above business server configuration is used in this document, depending on the virtual machine requirements
to be used in actual operations, consider not only the configuration but also the physical resources.
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- Disk storage system
Datastores for all the virtual machines (management servers and business servers) were placed in the ETERNUS DX100 S3.
The management servers were placed in a VMFS datastore. (The management servers are necessary to operate the virtual machines on

the WOLs.)

This document assumes that two storage policies are available for the business servers.
v" Gold policy stores systems such as database servers that have frequently updated data
v" Silver policy stores systems such as AP servers that do not require storage performance
When a virtual machine is created, backup operations that use snapshot backups and clone backups are automatically set with a storage
policy. Snapshot backups are created in the same Tier pool as the virtual machine. Clone backups require a Tier pool that is different
from the Tier pool for VWOLs. Prepare a Tier pool for clone backups.

The following figure shows the disk configuration.

Management
server area (VMFS)

Standard

volume

Business server
(vvoL)

Tier pool 1

(Gold pool)

Clone
backup area

Tier pool 2

(backup pool)

RAID1(1D+1M) RAID1(1D+1M) x 5 RAID5(3D+1M)
2.5" 2.5" 2.5" 2.5" 2.5" 2.5" 2.5" 2.5"
900GB 900GB 900GB 900GB |{i| 900GB 900GB 1.0TB 1.0TB
10krpm 10krpm |i:| 10krpm i}/ 10krpm || 10krpm |i; | 10krpm 7.2krpm. | 7.2krpm
2.5" 2.5" 2.5" 2.5" 2.5" 2.5" 2.5" 2.5"
900GB 900GB 900GB 900GB |ii| 900GB 900GB 1.0TB 1.0TB
10krpm 10krpm |:: | 10krpm | {i| 10krpm |i:| 10krpm | i} 10krpm 7.2krpm. |7.2krpm
\ -/ \ )
Hot spare 55" Hot spare 550
900GB 1.0TB
10krpm 7.2krpm

o

-
ETERNUS DX100 S3

Figure-11 Configuration of the Disk storage system (disks)

Virtual
Area machine Requn(ed Disk RAID . Available Usage
usage capacity configuration area
capacity
Management server | ;;:p 170GB | 900GB/10krpm | RAID1(1D+1M) 900G | YCenter Server,
area (VMFS) operation management server
. Business server,
Business server ) )56 | 375068 | 900GB/Okipm | RAPT(DHIM) 1 50068 | snapshots for the business
area (VVOL) x 5 RAID groups cerver
Backup area (WOL) - | 2,250GB | 1,000GB/7.2krpm | RAID5(3D+1P) 3,0008 | Backup pool
(for clone backups)

- Switches

Table-4 Configuration of the storage system (disks)

Network switches were used for iSCSI connections, management, business, and vMotion.

Each network was redundantly configured.

Transmission speed / | No. of
Type Model name Number of ports units
Network switch SR-X316T2 1Gbit/s / 16 ports 8

Table-5 List of switches
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- Storage policies
ETERNUS SF's virtual machine backup policies were used in this configuration.
Snapshot backups and clone backups are available as virtual machine backups and the following policies can be set.

ltem Description

Select the operation mode that specifies how the virtual machine backup function should operate.
- Auto: Enables the virtual machine backup function. Backups are automatically performed.
- Manual: Enables the virtual machine backup function. Backups are only performed manually.
- Disable: Disables the virtual machine backup function.
Operation Mode Even if [Auto] or [Manual] is selected for this item, [Disable] is automatically set by the following property
settings (or settings that do not take backups).
- [0] is specified for [Number of Snapshot Backup Generations]
and
- [Disable] is specified for [Clone Backup]

Select an interval to automatically perform backups.
This item is enabled only when [Auto] is specified for [Operation Mode].
- Hourly:  Performs at the specified hourly intervals. If this interval is selected, [Execution Interval(Hour)] must

also be set.
Execution Period - Daily:  Performs every day at the time specified for [Execution Start Time].
- Weekly: Performs every week on the specified day. If this interval is selected, [Execution Week] must also be
set.
- Monthly: Performs every month on the specified day. If this interval is selected, [Execution Day] must also be
set.
Execution Interval | When [Hourly] is specified for [Execution Period], select the hourly execution interval. The time interval that can
(Hour) be selectedis 1, 2, 3, 4, 6, 8, or 12.
Execution Week If [Weekly] is specified for [Execution Period], select an execution day of the week. Multiple days can be selected.

If [Monthly] is specified for [Execution Period], select an execution day. The selectable day is from [1] to [31] or
[Last]. Only one day can be selected.

Execution Day When a day is selected from 1 to 31, a backup is performed on the specified day. For the months that do not have
the selected day, a backup is not performed.

When [Last] is selected, a backup is performed on the last day of the month.

Execution Start | Select the time (hour) to start an automatic backup. The selectable value is from 0 to 23.

Time This item is enabled only when [Auto] is specified for [Operation Mode].

(Hour)

Execution Start | Select the time (minute) to start an automatic backup. The selectable value is from 0 to 55 (in 5 minute

increments).

Tlme This item is enabled only when [Auto] is specified for [Operation Mode].
(Minute)
Select the number of generations of snapshot backups to store. The selectable generation number is from 0 to 28.
When [0] is selected, snapshot backups are not saved.
Number of Whhe.n using single item restore, snapshot backups are required. For this reason, select [1] or a larger number for
Snapshot Backup this item.

When performing only clone backups, specify [Enable] for [Clone Backup] and select [0] for this item.

This item is enabled only when [Auto] or [Manual] is specified for [Operation Mode].

When performing a snapshot backup that exceeds the number of generations to store, the oldest generation is
automatically deleted after the backup operation.

Generations

Select whether to maintain the integrity of the file system content when a backup is performed.
Quiesce guest file | This item is enabled only when [Auto] or [Manual] is specified for [Operation Mode].

system - Enable: Maintains the integrity of the file system when a backup is performed.

- Disable: Does not maintain the integrity of the file system when a backup is performed.

Select whether to include the memory content when snapshot backups are taken.
Snapshot the virtual | This item is enabled only when [Auto] or [Manual] is specified for [Operation Mode].
machine's memory | -Enable: Includes the memory content in the snapshot backups.

- Disable: Does not include the memory content in the snapshot backups.

Select whether to take a clone backup.

This item is enabled only when [Auto] or [Manual] is specified for [Operation Mode].
- Enable: Takes a clone backup.
- Disable: Does not take a clone backup.

Clone Backup

Table-6 Virtual machine backup policies
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With virtual machine storage policies, backup operations for virtual machines can be set when the virtual machines are created.
In this document, the Gold and Silver policies were created.

Item

Settings for the Gold
storage policy

Settings for the Silver
storage policy

Operation Mode

Auto

Auto

Execution Period Daily Weekly
Execution Interval (Hour)
Execution Week Sun
Execution Day
Execution Start Time(Hour) 22 1
Execution Start Time (Minute) 30 0
Number of Snapshot Backup

) 0 1
Generations
Quiesce guest file system Enable Enable
Snapshot the virtual machine's Enable Enable
memory
Clone Backup Enable Enable

Table-7 Created virtual machine storage policies

For Gold storage policies, clone backups are taken with the performance prioritized by setting 0 to the number of snapshot backup

generations.

For Silver storage policies, clone backups are taken and snapshot backups that are available for quick recoveries and single item restores

are also taken.

By creating multiple policies, the storage policies can satisfy various usages of virtual machines.
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B Physical connection diagram
The business LAN, the operation management LAN, and the LAN for vMotion were connected to all the ESXi hosts.
The ETERNUS DX100 S3 was connected only to the operation management LAN.
A DNS server and an NTP server that were required for the ESXi hosts, the vCenter server, and the operation management server were
connected to the operation management LAN.

Operation management LAN
LAN for vMotion

Three ESXi hosts =
PRIMERGY RX200 S8 server
NTP server

~

Two LAN switches

&

Administrative terminal

iSCSI connections

ETERNUS DX100 S3
Disk storage system

Figure-12 Physical connection diagram

B Logical connection diagram
The two CMs of the Disk storage system and two NICs on each ESXi host were connected.
iSCSI for the ESXi hosts was connected using the IP address of the VMkernel adapter. A virtual switch was created for each path to be
connected to the disk storage system and the VMkernel adapter was connected to the physical NIC.
For the host affinity settings between the management server area and the ESXi hosts, the ETERNUS SF was used normally.
Tier pools 1 to 2 for VWOLs were set as VWOL access paths when VWOL datastores were created.

L @ Operation management LAN

= | @ LAN for vMotion

Management servers (VMFS) )

Business servers (VVOL)

DNS server
NTP server
open-vm-tools § open-vm-tools | open-vm-tools
vCenter Server
Appliance RHEL 7 RHEL 7 RHEL 7 H

o

Administrative terminal

h ... total of 15 units

\

< I T
Three ESXi hosts o I W
PRIMERGY RX200 S8 =

Inside =

[ iScsI-0
the ESXi hosts

|VMkernel port

[_iscs1 )
|VMkernel port |

[_iScsI-0
|VMkernel port|

[ iSCsI-1
|VMkernel port

[_iscs-0 )
|VMkernel port |

[ iscsI-1
|VMkernel port |

vmnic
physical adapter

vmnic }

vmnic
physical adapter

vmnic
physical adapter }

vmnic
physical adapter

physical adapter physical adapter

I

I

|

] J

LAN switch

| S Port#0 | Portil | ___ | Porth0 | Portl | _ __ L _ ‘ iSCSI connections
(A#O (1G-iscsl) (A#O (1G-isCsl) : —_
TMEO VT T T iscsinetwork
3 Virtual switch
ETERNUS DX100 S3 I:l configuration
Disk storage system L foriSCSI

Figure-13 Logical connection diagram
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2.2 Configuration Procedures

® \WOL configuration workflow
The procedures to configure a VWOL environment are described according to the following workflow.
For details, refer to "FUJITSU Storage ETERNUS SF Storage Cruiser V16.2 / AdvancedCopy Manager V16.2 Operation Guide for VMware vSphere
Virtual Volumes".

l Outside the scope of this document ]

Section Operations DEEENHUI;[;'\IFUS DX100 53/ Operations of VMware Business server (VVOL)
r_2.2.2.2 Initial Setup of the ETERNUS DX100 S3 I r-2.2.2.3 Installing ESXi Hosts and vCenter Server I
I [ Initial Setupofthe ETERNUS DX10053 | I | Initial Setup of the Server | I
h 4
I Configuring the ESXi Hosts and Installing I
— = = = = = = | vCenter Server |
2.2.2.4 Installing ETERNUS SF Manager and \ - v
ETERNUS VASA Provider | I I Creating the Operation Management Sever l I
h 4
I Installing ETERNUSSF in the Operation g — — —— — T — — — —
Management Server I‘ |
I v
Installing ETERNUS VASA Provider in the |
I Operation Management Server
I l Setting Up ETERNUS SF Manager I I
- I
I Checking the Devices Registered in
ETERNUS SF Manager I
222 I Refreshing the ETERNUSSF Manager I
Advance | Configuration File
Preparation — " — |
I Registering ETERNUSVASA Provider in L
the vCenter Server I‘ I
I Setting the Copy Control Type of ETERNUS SF
l Manager Advanced Copy I
—_— o —— _— e —
rZ. 2.2.5 Creating a VMFS Datastore for the Management Server and Configuring vSphere HA E
I (reating a VMFS Datastore for the I
Management Server -
I I Configuring vSphere HA l I
Checking the VMFS Datastore aftera vSphere
| HA Configuration |
| b |
Moving the Datastore for the vCenter Sever
l and the Operation ManagementServer I
— — — —I — — — —
ﬂ.2.3.1 ETERNUS SF Manager Operations \
v
| I Setting VWOL Access Paths l I
. I
I l Enabling Automated Storage Tiering I
I I Creating Tier Pools l
I ¥ I
l Checking the Tier Pools I
| £ 3 |
I Creating VVOL Datastores l I
223 |
WOL ‘ I
Environment I I Creating a VVOL Datastore for Clone Backups l
Configuration | <
Procedure l I Checking the VWOL Datastores l I (2.2.3.2vCenter Server Operations \
L o/ - y
- — . /] = I:l Rescanning theitorage Provider l I
| Registering VWOL Datastores |
in the vCenter Server
| 2 I
I I Checking the VWOL Datastores l I
| I Creating Storage Policies l I
v
I I Checking the Storage Policies l |
N — — e— e — — —
2.2.4 > Creating Virtual Machines I
. . L
Virtual Machine ¥
Creation Creating VM Clones for Business I
Procedure

Figure-14 Configuration workflow
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2.2.1 Description of ETERNUS SF Web Console

2.2.1.1 Web Console Screen Configuration

The following figure shows the Web Console screen.
This document uses the following screen elements to explain the operations.

ETERNUS 5F

(2)

1, Warmang
GIEme
Merarork Port
L EE EPort o Barsup izan

Haw ] 1262 F_Port BT}
P — i e FL Part a for Exc hanga Servar
RAIDD 0 a0 Tatal 4 for 801 Sarvar
RAIDY om azr Raskra Wizant
RAID =0 [} 106
RAIDS. 0 503
RAIDS ] 1] aoe
RAIDG (1} am

o ) (4)

(5)

Figure-15 Description of the ETERNUS SF Web Console screen

No

Item

Description

M

Global navigation

When a cateqory is clicked in the global navigation tab, the top menu of the category is displayed on

tab the category pane.
(2) | Category pane Displays a list of categories that can be selected.
When each item is clicked, information for the item is displayed on the main pane.
(3) | Main pane Menus and setting information are displayed.
Details of the current main pane are displayed in the [Information] field.
(4) | Action pane Displays a list of actions that can be performed for an item that is displayed on the main pane.

(5)

Job Status pane

Displays the processing status of the operation that is performed with ETERNUS SF Web Console and a
dialog message starting with "The job has been submitted for processing." that can be checked.
The bar expands or closes when clicked.

Table-8 Descriptions of the ETERNUS SF Web Console screen
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2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console Operations
The ETERNUS SF displays the message "The job has been submitted for processing." when settings are performed. Whether the setting is

successful must be checked by a different operation.
Because this confirmation operation is common to almost all ETERNUS SF Web Consoles, refer to this chapter for the settings

confirmation.

Points
Open the Job Status pane to check the result of the process that was performed with ETERNUS SF Web Console.

Confirm that "Success" is displayed on the pane and proceed to the next steps.

After a while, the currently running processes are counted as successful or failed and are displayed on the operation status bar on the
upper part of the screen.

ETERNUS SF

Man

Cashbaard

) Status aummary of e registerd e oiiss

Success and failure counters

=
i
Wizan
Slnsage Cont
Asagn Vilame
Eackup Wizant

for Exchange Server

for SO Server
Resiora Wizaul
E j0 5

Job Status pane

. : BRI I T . SENELTE N
201507014 18:2023 esl_admn Reicad Confguraltion on Sarer w Cornplated & Succans ok
201507714 182 e3t_admn Reicad Configuration on Semver w Camplsbed & Success ke
015714 WAEED e Riizad Conhauration on Saner w Corrpleten & Suttens [y
JOVRETAL 184530 esl_admn Rmizad Confouration on Soner wr Cormpleted & Success Wik
201507114 18:15:24 sst_admn Reizad Confpuration on Server + Corapleted & Succens e

as_aimn Rieca Confouration on FC Swith o) © Suctess SH200

ast_amn S0 e Restone 513 pshol v Cormpleted & Juctass o
est_admn Restore Clone Backup + Cornplsted @ Sucoens gromul2
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est_admin Exaeite Manusily (vl Mashine Bl v Gorngleted & Suesean Gz

Figure-16 Opened Job Status pane
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2.2.2 Advance Preparation
This section explains the required settings of the ETERNUS DX100 S3, ETERNUS SF, and VMware vSphere before starting the work related to
WOLs.

2.2.2.1 Checking Prior to Working
Before starting the work, check the following necessary environments.

- The NTP server is available.

- The host names of the ESXi hosts, vCenter server, operation management server (ETERNUS SF/ETERNUS VASA Provider) are compatible
with the standard naming convention in RFC952/1123*.
(Windows DNS supports extended ASCIl and Unicode characters, but the extended characters cannot be used for the ESXi hosts.)

*Standard naming convention in RFC952/1123: The characters that can be used are "0 to 9", "a to 2", "A to Z", "- (hyphen)", and ". (period [only as domain delimiter])".
- The names of the ESXi hosts, the vCenter server, and the operation management server (ETERNUS SF/ETERNUS VASA Provider) can be
resolved (with a forward and reverse mapping) using the DNS server.
- Initial setup for the Fibre Channel switches has been completed.

2.2.2.2 Initial Setup of the ETERNUS DX100 S3
Perform an initial setup so that the ETERNUS DX100 S3 can be operated from ETERNUS SF.
To use WOLs, the Thin Provisioning Pool function must be enabled.

In this document, the following settings are performed to use bidirectional CHAP.

1. 0n the [Connectivity] Category pane, click [Port Group] and then [iSCSI].

2. In the list of iSCSI ports, select the checkbox for the port to set CHAP authentication and click [Modify iSCSI Port Parameters] on the Action
pane.

3. Set the security setting for CHAP to "ON" and specify the CHAP username and password of the server that is to be connected.

For details on the settings and procedures, refer to "Disk Array and All Flash Arrays" under "Environment Configuration” in "FUJITSU Storage
ETERNUS SF Storage Cruiser V16.2 Operation Guide".
For details on the settings, refer to "FUJITSU Storage ETERNUS DX Configuration Guide (Web GUI)".

Points
The RAID groups and access paths that are used for the VWOLs must be created and managed with ETERNUS SF Manager.
Therefore, volumes for VMFS that are used by the management server must also be created and managed with ETERNUS SF Manager.
The creation and management of RAID groups and access paths are all performed from ETERNUS SF Manager.
To use WOLs, the Thin Provisioning Pool function of the ETERNUS DX100 S3 must be enabled.

Checklist
Confirm the following items before proceeding to the next procedure.
- The storage system name has been set.
- The network has been set.
- A user with the Software role has been created.
- The CHAP setting has been enabled and the CHAP user name and password have been set.

The following values will be required in "2.2.2.4.3 Setting Up ETERNUS SF Manager".

Item Parameter
IP address (IP address of the management LAN)
SNMP community name (Arbitrary)
User name (Name of the user that has the Software role)
Password (Password)

Table-9 Initial setup of the ETERNUS DX100 S3

Page 24 of 112 www.fujitsu.com/eternus


http://www.fujitsu.com/eternus

FUJITSU Storage ETERNUS DX S3 series

2.2.2.3 Installing ESXi Hosts and vCenter Server
Set the ETERNUS DX100 S3 using ETERNUS SF Storage Cruiser that is installed in the operation management server.
Configure the operation management server and the vCenter server in the local disks of the ESXi hosts.

Points
The ETERNUS DX100 S3 must be set using ETERNUS SF Manager. Therefore, configure and set the virtual machines of the management
server on the local disks of the ESXi hosts, and then move the virtual machines to the ETERNUS DX100 S3.

2.2.2.3.1 Configuring the ESXi Hosts and Installing vCenter Server
- Configure the ESXi hosts.
Create a VMFS datastore in a local disk of a single ESXi host.
Install vCenter Server Appliance in the created datastore.

- Register the ESXi host to the vCenter server.

(For details on the procedure related to the ESXi hosts and vCenter Server, refer to the VMware vSphere 6.0 documents provided by
VMware.)

- Check the LAN card for iSCSI connections.
Log in to vCenter Server from vSphere Web Client.
Click [Hosts and Clusters] in the [Home] screen and select the target host on the left pane.
Select the [Manage] tab - [Networking] - [Physical adapters] to confirm that the LAN card for iSCSI connections is recognized.

- Create virtual switches for iSCSI.
Add two virtual switches (vSwitch) for iSCSI to VMware ESX. Add one [vmnic] and one [VMkernel] for each vSwitch.
Perform the following procedure for each vmnic that configures the iSCSI SAN.
In this document, vSphere Standard Switch is used.

1. Log in to vSphere Web Client.
(lick [Hosts and Clusters] in the [Home] screen and select the target host on the left pane.

2. Select the [Manage] tab - [Networking] - [Virtual switches].

3. Select [Add host networking] on the right pane.
After the [Add Networking] pop-up screen is displayed, follow the instructions on the screen to add a network.
(1) Select [VMkernel Network Adapter] and click [Next].
(2) Select [New standard switch] and click [Next].
(3) Click [Add adapters] of [Active adapters] on the right pane, select the target NIC, and then click [Next].
(4) Set a port as necessary and click [Next].
(5) Set an IP address and a subnetmask for [VMkernel] and click [Next].
(6) Check the settings and click [Finish].

4. Repeat Step 3 to add Virtual Switch vSwitch2.
5. Check that Virtual Switch and VMkernel are set for a single vmnic.
- Enable the Software Initiator of the ESXi host.
1. Log in to vSphere Web Client.
Click [Hosts and Clusters] in the [Home] screen and select the target host on the left pane.
2. Select the [Manage] tab - [Storage] - [Storage Adapters].
3. Select [iSCSI Software Adapter].

4. Check the iSCSI Name that is displayed in [Adapter Details].
If the iSCSI Name is not displayed, perform [Add new storage adapter].

5. Select the [Targets] tab of [Adapter Details].
6. Click [Add] of [Dynamic Discovery].
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7. In [iSCSI Server], enter the IP address of the iSCSI port for the ETERNUS DX that is to be connected, check that the port is [3260] (default),
and then click [OK].

8. Repeat Steps 6 and 7 to set the iSCSI ports of all the ETERNUS DX storage systems that are to be connected.

Checklist
Confirm the following items before proceeding to the next procedure.
- The ESXi host and vCenter Server can communicate with each other correctly.
- A name resolution can be performed correctly.
- The clock has been synchronized.
- The LAN card for iSCSI has been set correctly.

The following values will be required in "2.2.2.4.3 Setting Up ETERNUS SF Manager".
In this document, root users of vCenter Server are assigned Administrator privileges.

User name with Web Client
Item IP address Host name administrator | Password b Remarks
privileges port number
vCenter Server vCenter root (arbitrary) | ¥*¥rrAE* Record the Web
ESXi host 1 (IP address of wolesxi0T [ root (arbitrary) | *****xkx Client port number
ESXi host 2 the ;nanagement wolesxi02 | root (arbitrary) | **¥x¥xkx ifitis changed.
LAN -
ESXi host 3 wolesxi03 root (arbitrary) | xxxxxxsk Default value: 443

Table-10 ESXi and vCenter Server initial setup

2.2.2.3.2 Creating the Operation Management Sever
Configure a virtual machine for the operation management server in the local disk of the ESXi host.
Install Windows Server 2012 R2 in the virtual machine.
(For details on the procedure related to Windows Server 2012 R2, refer to the documents that are provided on the Microsoft website.)
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2.2.2.4 Installing ETERNUS SF Manager and ETERNUS VASA Provider
This section provides the procedures that must be performed before creating VVOLs.

2.2.2.4.1 Installing ETERNUS SF Manager in the Operation Management Server
Install ETERNUS SF Manager in the virtual machine of the operation management server that was configured on the ESXi host.
For details, refer to "FUJITSU Storage ETERNUS SF Express V16.2 / Storage Cruiser V16.2 / AdvancedCopy Manager V16.2 Installation and Setup
Guide".

Install ETERNUS SF Manager in the operation management server.
Log in to the operation management server with a user that has Administrator privileges.

2. Read "ETERNUS SF SCACM/Express Mediapack for Windows Manager Program (1/2)".

3. The initial screen is displayed. Click [Manager installation].

4. The [Choose Setup Language] dialog box is displayed. Select the appropriate language and click the [OK] button.
The language selected in this dialog box will be used during the installation.

5. In the [Welcome to the InstallShield Wizard for ETERNUS SF Manager] screen, click the [Next] button.

6. Inthe [License Agreement] screen, read the displayed terms and conditions. If the conditions are agreeable, select [l accept the terms of
the license agreement], and then click the [Next] button.

7. Inthe [Install option] screen, select [ETERNUS SF Manager is installed.] and click the [Next] button.

8. In the [Start Copying Files] screen, check the settings. If the settings are correct, click the [Next] button. To change the settings, click the
[Back] button.

9. When the [Installation Complete] screen is displayed, click the [Finish] button.

Checklist

Confirm the following item before proceeding to the next procedure.

- [ETERNUS SF Manager] is displayed in the [Programs and Features] screen of Control Panel.

* To use the WOL functions with FUJITSU Storage ETERNUS SF V16.2, patches must be applied.

For details, contact your Fujitsu sales representative or the support division of your FUIITSU Storage ETERNUS SF V16.2 contract.
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2.2.2.4.2 Installing ETERNUS VASA Provider
Install ETERNUS VASA Provider in the virtual machine for the operation management server that was configured on the ESXi host.
For details, refer to "ETERNUS VASA Provider 2.0 User's Guide".

1.

Install ETERNUS VASA Provider V2.0.

Run the installer and click the [Next] button in the [Welcome to the InstallShield Wizard for ETERNUS VMware Support Package] screen.

2. Inthe [Setup Type] screen, select a setup type and click the [Next] button.
[Complete] is selected in this document.
3. Inthe [License Agreement] screen, read the displayed terms and conditions. If the conditions are agreeable, click the [Yes] button.
4. In the [Create ETERNUS VASA Provider Account] screen, enter the items shown in the following table, and then click the [Next] button.
The account information that is created here will be used to register ETERNUS VASA Provider in vCenter Server.
[tem Information
Provider User name Arbitrary
Provider Password Arbitrary
Table-11 Account creation information
5. Inthe [Setup Server Certificate] screen, enter the items shown in the following table, and then click the [Next] button.
Item Information

Common Name (Necessary) | Arbitrary (FQDN)

Organization Unit Arbitrary

Organization Name Arbitrary

Locality Name Arbitrary

State Name Arbitrary

Country Code Arbitrary

Table-12 Server certificate creation

6. Inthe [Start Copying Files] screen, review the settings and click the [Install] button.
7. When the [InstallShield Wizard Complete] screen is displayed, click the [Finish] button.
Checklist

Confirm the following item before proceeding to the next procedure.
- [ETERNUS VMware Support Package] is displayed in the [Programs and Features] screen of Control Panel.
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2.2.2.4.3 Setting Up ETERNUS SF Manager

B Registration of the target storage system for management
1. Log in to ETERNUS SF Manager of the operation management server.

2. (lick the [Storage] tab on the global navigation tab.
On the Action pane, click [Add].

3. Add an ETERNUS DX S3 series.
The ETERNUS DX S3 series can be added by searching a subnet or specifying an IP address. The IP address method is used in this
document.

Register the ETERNUS DX100 S3 using the values that were specified in "2.2.2.2 Initial Setup of the ETERNUS DX100 S3".
Select the [IP Address] radio button.
Enter the IP address and SNMP community name of the ETERNUS DX S3 series, and click the [

ETERNUS SF

button.
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Figure-17 ETERNUS DX S3 series detection
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4. When the target ETERNUS DX S3 series is displayed, enter the necessary information and click the [Register] button on the lower right
corner of the screen.

ETERNLIS SF UsoriD eef_sdmin | Logout TufiTa

[Mesmabe] w0 40 @0  Feo as @0 (e 4o @0 @wo sr D o D

9
Digconir Slorage  Regisks Storage . Confom

* Information

i L Enter the 10 and Passwmd tor ¥OU w10 ragister Check e “SHMF Teao Seltng” option 10 snabke moutee monssing by SHMF Trap.
Fimidn marked wiih = ara raqurad

Selections 1

—lMeme |moost | seaiwo. | suMp Tp Sueey |-
> A 100z ETI03A [T G [ fes_admr

=.-'Elnck‘ Hegisier ’ Cancel
PrermpesBsssss e —————————
Figure-18 ETERNUS DX S3 series registration

Points

Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console
Operations".

The registration process may take several minutes to several tens of minutes depending on the storage system configuration.
Wait for the registration process to finish before operating the ETERNUS DX.
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5. Register licenses.
(lick the [Storage] tab on the global navigation tab.
On the Main pane, click the ETERNUS DX S3 series link under [Name].

Storags
- R
5 ik iy sl
7 Tapa Libeary
L Tape Lirary {Masial)
0 Aoast Pan
= Conelaion
T VWOL Mansgement

e N
Figure-19 Storage

6.  On the Category pane, click [System].
SF

& an @

Sl i

L 4 S
Figure-20 dx100s3
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7.

(lick [License Management] on the Category pane. A list of licenses that can be registered is displayed on the Main pane.
Select the checkboxes for the licenses that are to be registered.

On the Action pane, click [Register] under [License].

ETERNUS SF
= et 40 @0  F G0 48 @0 e 40 @0 EHeD ar Da e 8 Dr
A ] DR A R

Sheags > L000S] ¢ Sysm

Licsnas Manogemeni on dx10053
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[T =

Setartions: 2 L4 raconts | << « 311 pages > »» | [ |pege( G| | Disclay [0 ] recoets

[]  ETERMUS SF Exmass 16 Tiard (DX12053}

B ETERMALS SF AvemceCopy Manages Standan Edion -1 50T o4 16 Ter [DX10053)
| ETERNUS 5F Advance0Copy Manages 15 Softuars Upgrace Tierl (DX10083]

B ETERAIS 57 Bwrage Crukser Slaedand Edilion 16 Tl (DKIDISS)

S —

Figure-21 System

The information input screen is displayed.

Enter the license keys, and then click [Register] on the lower right corner of the screen.
ETERNUS SF

Registar Licanse to dx100s]

* Information

1) Enter the Licen=e Key or ihe rew Licerme.
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Figure-22 Register License
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8. Register the VMware ESXi host.
Click the [Server] tab on the global navigation tab. On the Action pane, click [Register] to display the information input screen.

Register the ESXi host using values that were specified in "2.2.2.3.1 Configuring the ESXi Hosts and Installing vCenter Server".

9. Select [Yes] for [VMware ESX].
A user ID and password can be entered in the VMware Options field.

Enter the necessary information and click the [Next] button.
ETERNUS SF

[EMemmbe) = ¢ i1 ©0 Fe1 a0 o0 Pes w0 @0 |[@e1 s @2 | WO
iz bt ulisteoet, Bl s ebectier | 0 [ Sxzb
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D
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FI: Hosl B At vl ber d58r AQENE BUIDMENGANY. ISCH End B4 HEA SN0 D2 added Manuaty GNa regitaing serer.
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Figure-23 Input of information on VMware ESXi host server
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10. Enter an IP address and click the [Register] button.
ETERNUS SF
et 40 0 T OG0 A @0 i@ ao @0 Err 4 O ] Hiw

UsariD *esf_sdmin | Logost it

Sakec! Regizhadon Opon Enes Saivid Detaits
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w
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Figure-24 Registration of VMware ESXi host server

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".
Wait for the registration process to finish before operating the server.

Repeat Steps 8 through 10 for every VMware ESXi host server.
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11. Register vCenter Server.
Click the [Storage] tab on the global navigation tab, and then the link of the target ETERNUS DX S3 series under [Name].

ETERNUS SF
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Figure-25 vCenter Server registration

12. On the Category pane, click [Correlation].
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Figure-26 Correlation
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13. On the Category pane, click [End to End View (VMware)].
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Figure-27 End to End View

14. On the Action pane, click [Register/Reload] under [VMware vCenter Sever].
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Figure-28 End to End View (VMware)
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15.  Enteran IP address, user name, and password, and then click the [Confirm] button on the lower right corner of the screen.
ETERNUS SF

Once regii eed, pse infomation B saved

Fieftts marked wilh * are tequred.

WNware vCanisr Server RegizweiRelond Opi

- Job Status

Figure-29 Register/Reload option for the VMware vCenter server
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Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".
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2.2.2.4.4 Checking the Devices Registered in ETERNUS SF Manager
Check that all the devices are registered.

Network switches including the ones for iSCSI connections do not need to be registered in the storage system.

Devices to check Confirmation screen Devices to check Check &

Click the [Storage] tab on the global navigation tab.

ETERNUS DX100 S3 | Check that the registered ETERNUS DX S3 series is dx100s3 o
displayed on the Main pane.
Click the [Server] tab on the global navigation tab. wolesxi01 o

ESXi host Check that the registered ESXi hosts are displayed on | vvolesxi02 o
the Main pane. wvolesxi03 o
Check that the registered vCenter Server is displayed

vCenter Serer on the Main pane in the [End to End View (VMware)] |vCenter o
screen.

Table-13 Checking the devices registered in ETERNUS SF Manager

After checking that the devices are registered, proceed to the next procedure.
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2.2.2.4.5 Refreshing the ETERNUS SF Manager Config File
Enable the synchronization between ETERNUS VASA Provider and the device event information.

1. Log in to ETERNUS SF Manager of the operation management server.

2. (lick the [System] tab on the global navigation tab.
On the Category pane, click [System Settings].

3. On the Action pane, click [Refresh Config File].

ETERNUS SF

Liger 151 waf_smin iits
= &1 &0 Oa & &1 Ao Qo B ar i&n &o Fi®n  mn O | 8 D~
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Figure-30 Refreshing the config file (system)
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4. Check the [Information] screen and click the [Refresh] button.
3] 55

O Bor an @o D @D 91 ey =2 e is
* Infarmatian

L The Syrstnm SHMuge r8imasn Wil reibaan (asad) ihe sysim comfguration T
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Figure-31 Refreshing the config file

5. Confirm that the "Refresh Config File successful" message is displayed and click the [OK] button.
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2.2.2.4.6 Registering ETERNUS VASA Provider in vCenter Server

1.

2.

3.

Register ETERNUS VASA Provider in vCenter Server.
Log in to vCenter Server from vSphere Web Client.

Click [vCenter Inventory Lists] in the [Home] screen.

vmware” vsphera Web Client
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Figure-32 vSphere Web Client home

(lick the [Manage] tab.
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Figure-33 vCenter inventory list
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4. Click [Storage Providers].
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Figure-34 Manage

5. Click the [+] (register) button.
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Figure-35 Registering storage providers
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6.

Enter the items shown in the following table and click the [OK] button.
s
[} vcenterawol.test.local - New Storage Provider (7)
Marme: | |
URL: | |
User name: | |
Fasswoard: | |
[] Usze storage provider cetificate
Cerificate location: Browse. .
( OK ﬂ Cancel |
. .:EEE-
Figure-36 New Storage Provider
ltem Information
Name Arbitrary
URL https://"FQDN that was registered when installing ETERNUS VASA
Provider":31443/vasalversion.xml
User name The use name that was registered when installing ETERNUS VASA Provider
Password The password that was registered when installing ETERNUS VASA Provider
Table-14 Settings for a new storage provider
Checklist

Confirm the following item before proceeding to the next procedure.
- The ETERNUS VASA Provider that was registered is displayed in the [Storage Providers] screen.
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Figure-37 Checking the registered storage provider
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2.2.2.4.7 Setting the Copy Control Type of ETERNUS SF Manager Advanced Copy
Configure the settings that are required to use ETERNUS SF AdvancedCopy Manager.

1.

2.

Set the copy control type of the Advanced Copy functions that is required to back up virtual machines.

Click [Storage] on the global navigation tab of ETERNUS SF Web Console.

0n the Main pane, click the ETERNUS DX S3 series link under [Name].
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Figure-38 Storage

0On the Category pane, click [Advanced Copy].

ETERNUS SF

Figure-39 Advanced Copy (storage)

Page 44 of 112

www.fujitsu.com/eternus


http://www.fujitsu.com/eternus

FUJITSU Storage ETERNUS DX S3 series

4. On the Category pane, click [Configuration].

ETERNUS SF

T Information
L Achancad Copy mimmrkon fos 19 Seictod Dk Aray
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Figure-40 Advanced Copy (Advanced Copy)

5. On the Action pane, click [Set] under [Copy Control Type].
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Figure-41 Advanced Copy (set)
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6. Select [Access through network] and click the [Set] button on the lower right corner of the screen.

ETERNLIS SF Logmut
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- Job Status

Figure-42 Setting the copy control type
Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".

Checklist
Confirm the following item before proceeding to the next procedure.
- On the Main pane in the [Advanced Copy] screen, [Access through Network] is displayed for [Copy Control Type].

2.2.2.5 Creating a VMFS Datastore for the Management Server and Configuring vSphere HA
Create a VMFS datastore where the management servers are assigned and configure vSphere HA.
Because the following procedure describes general operations for standard volumes, only a brief explanation is provided here.

2.2.2.5.1 Creating a VMFS Datastore for the Management Server
Create a standard volume for the VMFS where the management servers are assigned.
Create a RAID group in the ETERNUS DX100 S3 using ETERNUS SF Manager and create a standard volume in the RAID group.

Refer to "Create Volume" in "ETERNUS SF Web Console Guide" for the procedure to create volumes.

- Log in to ETERNUS SF Manager of the operation management server.
Click the [Storage] tab. On the Main pane where [Storage] is displayed, click the registered "dx100s3" storage system.
On the Category pane where [dx100s3] is displayed, click [RAID Group].

On the Action pane where [RAID Group] is displayed, click [Create].
In the [Create RAID Group] screen, create the following RAID group.

Disk | Creation | RAID Group Enclosure SIE?lDD?srl?up settings

Type | Mode | Capacity No No. | Type

- . - 0 |SAS |900GB |10000
rgp001 | Mirroring (RAID1) | Online | Manual |819.5GB |- T T<AS [900CB 70000

Table-15 RAID group for VMFS

Name RAID Type Capacity | Speed (rpm)
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- Click the [Storage] tab. On the Main pane where [Storage] is displayed, click the registered "dx100s3" storage system.
On the Category pane where [dx100s3] is displayed, click [Volume].
On the Action pane where [Volume] is displayed, click [Create].
In the [Create Volume] screen, create the following volume.

. RAID Group Setting
Name | Capacity Type RG Name | Number of Volumes
vol001 | 819.5GB | Standard | rgp001 1

Table-16 Volume for VMFS

- Set access paths for the ESXi host and the volume that was created using ETERNUS SF Manager.
For details on the procedure, refer to "Assign ETERNUS Disk Storage System Volumes to Server" in "ETERNUS SF Web Console Guide".

- Perform settings for the iSCSI ports of the ETERNUS DX100 S3.
Click the [Storage] tab. On the Main pane where [Storage] is displayed, click the registered "dx100s3" storage system.
On the Category pane where [dx100s3] is displayed, click [Connectivity].
On the Category pane where [Connectivity] is displayed, click [Port].
On the Main pane where [Port] is displayed, click the number for ports for the iSCSI type.
Select one iSCSI port on the Main pane where [iSCSI Port] is displayed and click [Modify iSCSI Port] on the Action pane.
In the [Set Port Parameters] screen, set the following values.

Port (display only) Port (settings)
Host . . Reset | Release Reservation
Port Type | Mode Affinity iSCSI Name IP Version | IP Address | Subnet Mask Scope if Chip is Reset
Arbitrary*
CM#0 CA#O Port#0 (Use alphanumeric
iSCSI | CA | Enable charac“t.(lelrs, . IPv4 Arbitrary Arbitrary I TL Disable
[period], ™" [colon],
CM#1 CA#O Port#0 or "-" [hyhen] within
223 characters.)

Table-17 iSCSI port settings for the ETERNUS DX100 S3
* For iSCSI ports that configure multiple paths, set a unique iSCSI name between each iSCSI port.
If a duplicate iSCSI name is set, the multipath configuration may not be connected.

- Create an affinity group or a LUN group.
(lick the [Storage] tab. On the Main pane where [Storage] is displayed, click the registered "dx100s3" storage system.
On the Category pane where [dx100s3] is displayed, click [Connectivity].
On the Category pane where [Connectivity] is displayed, click [Affinity/LUN Group].
In the [Affinity/LUN Group] screen, click [Create] under [Affinity/LUN Group] on the Action pane.
In the [Create Affinity/LUN Group] screen, set the following values.

Name Number of LUNs Assigned Volumes
(display only) | LUN No. | Volume No. | Name Type Capacity
kanriO1 1 0 0 vol001 | Standard | 819.50 GB

Table-18 Creating a LUN group of the volume for VMFS

- Add the iSCSI interface as an HBA.
(lick the [Server] tab. On the Main pane where [Server] is displayed, click the [vvolesxi01] ESXi host that was registered.
On the Action pane where [vvolesxi01] is displayed, click [Add] under [HBA].
In the screen where [Set HBA Information] is displayed, set the following values manually and click [Add]. Repeat this step for all the
HBAs that are to be added.

Interface Type Manual Input
YP® I5SCSI Name | IP Address
iSCSI Arbitrary Arbitrary

Table-19 HBA settings

Select the checkbox for the HBA that is to be added in [HBA Information] and click [Next].
In the screen where [Confirm] is displayed, check the settings and click [Add].

Perform the same procedure for vvolesxi02 and vvolesxi03.
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- Set the access path.
Click the [Server] tab. On the Category pane where [Server] is displayed, click [Access Path].
On the Action pane, click [Add (ETERNUS)] under [Access Path].
In the [Create Access Path] screen, set the following values.

Select .
Soleds Select HBA Select Select Host Response and Port |  Affinity Affinity QOUP
Server Storage Group Details
Name Logical | Interface iSCSI Name IP Address Name e Port Name Name
No. Type Response
vmhbaT CM#0 CA#O
vvolesxi01 Port#0
CM#1 CA#O
vmhba2 Port#0
(Check that the (Check that the
. ) CM#0 CA#O
vmhbal displayed value | displayed value Port#0
vvolesxi02 iSCSI matches the matches the | Dx100s3 | default kanri01 VWOLO0O01
CM#1 CA#O
vmhba?2 actual actual
connection.) connection.) Port#0
' ' CM#0 CA#O
vmhbal
vvolesxi03 Port#0
vmhba2 CM#1 CA#O
Port#0

Table-20 List of access path values for VMFS

- Check the LUNs.
This section provides the procedure to check whether the LUNs are recognized using vSphere Web Client.
Log in to VMware ESX from vSphere Web Client and check the device.

1. Log in to vSphere Web Client.
Click [Hosts and Clusters] in the [Home] screen and select the target host on the left pane.

2. Select the [Manage] tab -[Storage] - [Storage Adapters].

3. Click the rescan button.
When the rescan button is clicked, the LUNs are once again recognized to the ETERNUS DX from VMware ESX.

4. Select the iSCSI Software Adapter (example: vmhba34) in the [Storage Adapters] frame.
The recognized device is displayed under the [Devices] tab in the [Adapter Details] frame.

5. Check [Path selection policy] for all the LUNs in the ETERNUS DX.
When VMware ESX recognizes the LUNSs, the operation path for each LUN is automatically set.

The default setting is [Most Recently Used (VMware)]. However, changing [Path selection policy] for all the LUNs to [Round Robin
(VMware)] is recommended.

6. In multipath configurations, check that all the LUNs in the ETERNUS DX are configured to use multiple paths.
When the LUNs are configured to use multiple paths, multiple runtime names and targets are displayed for [Paths].

- Set the CHAP authentication.
Log in to VMware ESX from vSphere Web Client, check the device, and then enable CHAP authentication.

The procedure is provided below.

1. Log in to vSphere Web Client.
(lick [Hosts and Clusters] in the [Home] screen and select the target host on the left pane.

2. Select the [Manage] tab - [Storage] - [Storage Adapters].
3. Select the target iSCSI Software Adapter.

4. (lick [Edit] in [Authentication] at the bottom under the [Properties] tab in the [Adapter Details] frame.
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5. Set the CHAP authentication. In this document, bidirectional CHAP is used.
Select [Use bidirectional CHAP] for [Authentication Method], and set [Name] and [Secret] for [Outgoing CHAP Credentials] and
[Incoming CHAP Credentials].

2.2.2.5.2 Configuring vSphere HA
In the vCenter server, configure a single vSphere HA in all the ESXi hosts.
For details on the procedure, refer to the VMware vSphere manuals.
- In vCenter Server, mount the created standard volume on the ESXi hosts as a VMFS datastore.
- Check that the datastore can be referred to from all the ESXi servers.
- In vCenter Server, configure all the ESXi hosts and the vSphere HA.

2.2.2.5.3 Checking the VMFS Datastore after a vSphere HA Configuration
After a vSphere HA configuration, check that the VMFS datastore that was created in the ETERNUS DX100 S3 can be used by all the ESXi
hosts.

1. Confirm that all the ESXi hosts are synchronized with the NTP server clock by checking the following items;
- The NTP client of the ESXi host is started.
- The NTP client is set to synchronize with the host.
- The other NTP clients are set to start.

2. Check if VMware Tools is installed in the vCenter server and the operation management server that consist of virtual machines.

3.Check if the vCenter server and the operation management server that consist of virtual machines are synchronous with the NTP server's or
the ESXi host's clock.

4. Create virtual machines for tests that use the VMFS datastore for the operation management server.
Check that the created virtual machines can be moved to all the ESXi hosts (vvolesxiO1 to vvolesxi03).
After checking, delete the virtual machines that were created for the test.

In addition, perform a separate check of the vSphere HA configuration.

2.2.2.5.4 Moving the Datastore for the vCenter Sever and the Operation Management Server
Move the virtual machines for the vCenter server and the operation management server that were created on the local disks of the ESXi host
to the VMFS datastore that was created on the ETERNUS DX100 S3.
Assigning the virtual machines to the VMFS datastore that was created in the ETERNUS DX100 S3 provides redundancy with vSphere HA.

Checklist
Confirm the following items before proceeding to the next procedure.
- The operation management server and the vCenter sever are running on the VMFS datastore that was created in the ETERNUS DX100
S3's volume.
- vCenter Server and ETERNUS SF Manager are running normally.
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2.2.3 WOL Environment Configuration Procedure
2.2.3.1 ETERNUS SF Manager Operations

2.2.3.1.1 Setting VVOL Access Paths

1. From ETERNUS SF Web Console, click [Storage] on the global navigation tab.

2. On the Category pane, click [VWWOL Management].

3. On the Category pane, click [WOL Access Path].
On the Action pane, click [Set] under [WWOL Access Path].

ETERNLIS SF

[ -1 - @1 B0 @D iler a1 @
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DL acoess a5 2 cennscion setting sogu e 1o croabeuss Vil Yokumes om Videa vGenles Sener.

Tots! 0 20t | =e <Ol peges > 22 ([T pege| Go | | oepey [0 58] meos

- R

e e

Pt avaibabin n fabke

5 ol

WYOL Access Path S

Figure-43 VVOL Access Path

4. The Welcome screen of [VWOL Access Path Setting] is displayed.

Click the [Next] button.
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On the [Select Disk Array and Server] screen, select the ETERNUS DX S3 series and the server for setting the VWOL access path, and then
click the [Next] button.

ETERNUS SF

[oMommate] = o1 10 @0 F oo ar @0 & by @ ey ar D0 - o]
i I it St RS, ot e B

5.

UsariD “esf_sdmin | Logout uffrsu

Wikcome Sabect Disk Array and Soner Selec HBA and Fort Gt |

* Information

L1 Sahect (e B0ra0R EYSIRE AN FRnvers (VMuans nosis)
Nt thal only sk SKeaDS SysIems and servers Tal Mmesd e Kowing Condions can be seaced

- Disk siorage systim hat supports tha VDL functice
* Serves et N33 one of mare HBAS el and whos= Lyps is “vikeare Host"

[iisk Array Information

Salclions 1
; o !
‘ & gl 003 ET1034 152 166 1085
Server Information
Salctions: 1
: | » adoress [os | sarvr Tyms. | s or s
Vidwae Host 2

?o wolesel] 52 162100 1 Wihwere ESHI
‘ [eRE ) 02,162,100 3 Mwas E5X Vi Host 1
C welomd A02 465,400 3 wars E2 Vhhwara Hast )

Figure-44 Select Disk Array and Server

Points
Check that the storage system and the ESXi hosts that were registered with "2.2.2.4.3 Setting Up ETERNUS SF Manager" are displayed.
Display area Displayed device Check 4
Disk Array Information Dx100s3 m
vvolesxi01 o
Server Information vvolesxi02 =
vvolesxi03 o

Table-21 Checklist for the storage system and servers
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6. Inthe [Select HBA and Port] screen, perform the following settings.
- For [Zoning Setting], select [No].
- Select the [Set Access Path] checkbox of the HBA where the setting is performed.
- For the other settings, enter the items shown in the following table.
After setting all the paths that are displayed on the screen, click the [Next] button.

ETERNUS SF

e _j_ﬁm e TR R e
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Fivwe or miore HEAS exis) en the WMmare oS, two or ofe HEIA" Tkt are Gepiaya B0 mukpie VYO Sotass Dams can be 56 al ona Ima
Hawpeuar, mska U1e hat 5 multipath device has besa pracanigied on the Viware st
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Figure-45 Select HBA and Port

Host name Iltem Information
Connected Port CM#0 CA#O Port#0
HBA#1 -
wolesxi0] Host Response 0:Default
HBA#2 Connected Port CM#1 CA#O Port#0
Host Response 0:Default
Connected Port CM#0 CA#O Port#0
HBA#1 -
wolesxi02 Host Response 0:Default
HBA#2 Connected Port CM#1 CA#0 Port#0
Host Response 0:Default
Connected Port CM#0 CA#0 Port#0
HBA#1 :
wolesxi03 Host Response 0:Default
HBA#2 Connected Port CM#1 CA#0 Port#0
Host Response 0:Default

Table-22 List of VVOL access path settings
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7. The information confirmation screen is displayed. Confirm the information, and then click the [Set] button on the lower right corner of
the screen.

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console
Operations".

Repeat Steps 3 to 7 to set all the VWOL access paths.

Checklist
Confirm the following item before proceeding to the next procedure.
- On the Main pane of the [WWOL Access Path] screen, the VWOL access paths for all the ESXi hosts are displayed.
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2.2.3.1.2 Enabling Automated Storage Tiering
1. Onthe ETERNUS SF Web Console screen, click [Storage] in the global navigation tab.

2. On the Category pane, click [Automated Storage Tiering].

ETERNLIS SF UseriD esf_admin | Logout rufira

il &7 a0 @

Figure-46 Automated Storage Tiering

3. On the Category pane, click [Setting].
0n the Action pane, click [On].

ETERNLES SF

* Infommatian

) Automated Burags Thng Status 1 enabiad < ~on >

e N R
Figure-47 Enabling Automated Storage Tiering
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2.2.3.1.3 Creating Tier Pools

1.

Create a Tier pool (gold) for VOL datastores.

On the ETERNUS SF Web Console screen, click [Storage] in the global navigation tab.

On the Category pane, click [VWOL Management].
On the Action pane, click [Create (One Layer)].
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Figure-48 VVOL Management
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3.

ETERNUS SF

The [Select Disk Array] screen is displayed. Select the ETERNUS DX S3 series for creating the Tier pool, and then click the [Next] button.

UseriD eef_admin | Logout

Sekect Disk Array Spacfication of Twi Pool Bub-Poot soachicalion Conlm

* Infarmatian
+1) Bakect 3 Diske Amray and procaad

* Disk Amrays

: 3 L anwen ]
[T ] ’ ET103A 192 1681005

- Job Status

Figure-49 Select Disk Array

4. The information input screen is displayed.

Enter the items shown in the following table, and then click [Next] on the lower right corner of the screen.
ETERNLS SF

[Memmale] = o1 40 o0 Fer w1 B) Per s @0 Bwr ap @n o] =
Ll S

Sedex| Disk Arvay

Specibcation of Tier Pod Suc-FD speciicaion Contem

* Infosmation

L) Frput pammetess for creatng one iyer Tiet pool
ASSIGNED CM a0
Finkds marked with * 2 maure.

» Advanced Configuration of Tier Pocl

* Sub-Pool Information

Figure-50 Specification of Tier Pool

Page 56 of 112 www.fujitsu.com/eternus


http://www.fujitsu.com/eternus

FUJITSU Storage ETERNUS DX S3 series

- Value in this
Item Description
document
Specify a unique pool name in the ETERNUS SF system.
Tier Pool Name Any alphanumeric character (from 1to 16 characters.)', a hyphen (-), an tier1_gold
underscore (_), and a pound symbol (#) can be specified.
The characters are case insensitive.
Specify the method for the selection of disks that configure the sub-pool.
The default setting is [Auto] (automatic selection).
When [Auto] is selected, the minimum required capacity for the Low
Disk Selection sub-pool, Mld(.ﬂe sub-pool, and High sub-pool must be specified in the Manual
screen to configure each of these sub-pools.
When [Manual] is selected, the disks for configuring the Low sub-pool,
Middle sub-pool, and High sub-pool must be specified in the screen to
configure each of these sub-pools.

Table-23 Values for specifying a Tier pool (gold)

5. Enter the items shown in the following table, and then click [Create]. A RAID group is created.
ETERNUS SF

[BMemmads) = o1 10 @0 Feoo s @0 gan v @ @ ey 4y 0 e (T
Man BEEE Watwork | Sener | MapView | Schedulir | Log | Syssm

Create Tier Pool

Specfintie Sinpe Dephis ax foloes o
¥ Nt spacihiabla | g RAD0; G425,
= High Farfarmanca [RAID1+0): 64M2825651211024
* Hiph Capadty (RAIDS) ~4D+1F: 64123256512, ~ED+1F 0412302055 ~ 150+1F 641128
= High Fishsbiity (RAIDEY 54| High Redabd iy (RADS-FRE 6L
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FT5P Hame Beri_=ub
Disk Type: Onine w
Fessatsling [imaring (RAID) -
Fast Recovery Confsguration v
* Selaction Disks
¥ Filter Satfing
Flter Claar
Seleclions. 2 Totgl 1 reconds <= = 12 pagesi = == [T | page | Go_| | Display [10_ ] reconts
He. | Enciosure No. Stot Mo | status Type Capacity Speed tom) Usage RAID
bz - 2 Q) Pres=nt SA5 00 00 G 10000 Data Disk 7
3 : 3 & Frusent BAS 800,00 GB 0000 Dala Disk
- q Q) Prusant SAS S00.00 GB 10000 Ddta Dix
| §: - 5 Q) Prozant SA5 00,50 GB 10000 Datn Dikc
[mAr - [ & Prezant SAS 500,00 GB 10000 Caln Des
]| 2 7 O Precent sa8 500.00 G2 0000 Dala Dk
O e ] & Preseni =65 500,00 GE 10000 Data Dk
L i & ] & Prani BAE 500.00 GB 0000 Data Dk
1 10 - 0 O Prezuni BAS 900 00 GE 0000 Cata Dk
L 1" i oPn.-senl BAS 400 00 GB 10000 Cuta Disk
_Remove
» RAID Group
Saleclions: 0
[T el |
Ha eatn seabatia i fabis
¥ Advanced Configuration of RAD G roup ¥
<< Hack | Cancel
Figure-51 Specifying a sub-pool (gold)
Item Description Information
Specify a unique sub-pool name in the storage system.
Any alphanumeric character (from 1 to 16 characters), a hyphen (- .
FTSP Name y alp ( ).ahyp (), tierl_sub

an underscore (_), and a pound symbol (#) can be specified.
The characters are case insensitive.

Specify the type of disk that configures the sub-pool.

Disk Type Make a selection from the disk types (Online, Nearline, SSD, SED-SAS) | Online
that are displayed in the pull-down list.
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6.

7.

8.

Specify the RAID level of the sub-pool. Select one of the following
options that are displayed in the pull-down list.

- High Performance (RAID1+0)

- High Capacity(RAID5)

- High Reliability (RAID6)

- High Reliability (RAID6-FR)

- Mirroring (RAID1)

- Striping (RAIDO)

Set this item when [High Reliability(RAID6-FR)] is selected for
[Reliability]. A RAID group must be created based on the number of
disks for the specified configuration. Unspecified
When a level other than [High Reliability(RAID6-FR)] is selected for
[Reliability], specification is not necessary.

Disk No. Number of the disk for configuring the sub-pool. 2and 3
Table-24 Values for specifying a sub-pool (gold)

Reliability Mirroring(RAIDT)

Fast Recovery
Configuration

Points

Not all available combinations of the RAID levels and the number of member disks are supported for RAID groups that can be used as
Tier pools.

For details, refer to "FUJITSU Storage ETERNUS SF Storage Cruiser V16.2 Operation Guide for Optimization Function".

Select the created RAID group, and then click [Next].
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Figure-52 Disk No. for configuring the RAID group

The information confirmation screen is displayed.
Confirm the information, and then click the [Create] button on the lower right corner of the screen.

Points

Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console
Operations".

Add the RAID group to a Tier pool (gold) for the VWOL datastores to expand the capacity.
Click [Storage] on the global navigation tab.
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9.  On the Main pane, click the ETERNUS DX S3 series link under [Name].

ETERNUS !

7 Disk Aray Mlarual

7 Tapa Libeany
£ Tape Libraiy (Msaial)
10 Aosed Pamy

= Comelyion

T WO Mansgemend

Total 1 racaes | < « 471 pagas = x| [T

Figure-53 Storage

10. On the Category pane, click [Automated Storage Tiering].
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Figure-54 dx100s3
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11. On the Category pane, click [Tier Pool].
From the Tier pools that are displayed on the Main pane, click the pool number of Tier1_gold.
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Figure-55 Tier pool list

12. On the Main pane, click the [Sub-Pool] tab.
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Figure-56 Tier pool information
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13. Select [tierl_sub] and click [Expand Sub-Pool Capacity].
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Figure-57 Tier pool information (Sub-Pool)

14. In the [Confirm target Tier Pool] screen, select [Manual] for [Disk Selection] in [Sub-Pool Information] and click [Next].
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Figure-58 Confirm target Tier Pool
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15. Enter the information that is provided in the following table and click [Create]. The RAID group is created.
ETERNUS SF UzeriD eui_admin | Logout Fuifra

[Mommale] w o1 40 @0 F oo a4 Q0 ian a0 @0 Eer an @1 ] e
- e -

 Ties Pool Balancing Setdings
: =
v Solaction Disks
» Fiter Setting
Flter Clenr
Salsctions 2 Total G recors’ << < 11 pages = == [T |page [ Ge | | Display [T ] recors
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Figure-59 Expand Sub-Pool Capacity (Creating a RAID group)
ltem Description Information

Specify a unique name in the storage system.

Any alphanumeric character (from 1 to 16 characters), a hyphen (-),
FTSP Name an underscore (_), and a pound symbol (#) can be specified. tierl_sub
The characters are case insensitive.

Disk Type The same disk types are displayed as when the sub-pool was created. | Online

Reliability The same RAID levels are displayed as when the sub-pool was Mirroring (RAID1)
created.

Fast Recovery Specification is not necessary.

Configuration i

Disk No. Disk number that is used to expand the sub-pool 4 and 5

Table-25 Values for specifying a sub-pool (expansion)
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16. Select the created RAID group and click [Next].
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Figure-60 Expand Sub-Pool Capacity (adding a RAID group)

17. Check the settings and click [Expand].
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Figure-61 Confirm
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18. Repeat Steps 8 to 17 to add Disk No.6 to 11.

[tem Description Information
Specify a unique name in the storage system.

Any alphanumeric character (from 1 to 16 characters), a hyphen (-),
FTSP Name an underscore (_), and a pound symbol (#) can be specified. tierl_sub
The characters are case insensitive.

Disk Type The same disk types are displayed as when the sub-pool was created. | Online
Reliability The same RAID levels are displayed as when the sub-pool was Mirroring (RAID1)
created.
Fast Recovery Specification is not necessary.
Configuration i
Disk number that is used to expand the sub-pool. 6and7
Disk No. 8and9
10and 11

Table-26 Values for specifying a sub-pool (expansion)

19. Repeat Steps 1 to 7 to create a Tier pool (clone backup) for the WOL datastores.
For each setting, enter the items shown in the following table.

Item Information
Tier Pool Name tier2_bkup
Disk Selection Manual

Table-27 Values for specifying a Tier pool (backup)

Item Information
FTSP Name tier2_sub
Disk Type Nearline
Reliability High Capacity(RAID5)

Fast Recovery
Configuration

Disk No. 13, 14,15, and 16
Table-28 Values for specifying a sub-pool (backup)

Unspecified
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2.2.3.1.4 Checking the Tier Pools
Confirm that the Tier pools are created.

1. In the global navigation tab, click [Storage].
2. On the Main pane, click the ETERNUS DX S3 series link under [Name].

i A v Information D Anray

° Diisk Adray Manisaly (1) Lt ot Dk . = Disower
" Tapa Litvay 3¢ Delete

o e )| X
7 heoae Pen y i

T VWIOL Management

Figure-62 Storage

3. On the Category pane, click [Automated Storage Tiering].

ETERNUS SF

il @27 ke @0

Figure-63 dx100s3
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4. 0On the Category pane, click [Tier Pool].

The registered Tier pools are displayed on the Main pane.
ETERNUS SF
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= &0
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& Croate

| Filler _ Cear | || A

& hadiable | 400 TE
& Avodable | 260 TE

I3 Slne Uipdae
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Figure-64 List of Tier pools

5. Check that the pools that were created in "2.2.3.1.3 Creating Tier Pools" are registered.

Tier Pool Name | Pool Status | Check ¥
tierl_gold Available o
tier2_bkup Available a]

Table-29 Checklist for the created Tier pools

R L

Aulomars Serge Tisng

Check that all the Tier pools are created and that the status is [Available], and then proceed to the next procedure.
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2.2.3.1.5 Creating VWOL Datastores

1. Create a VWOL datastore (gold).
From ETERNUS SF Web Console, click [Storage] on the global navigation tab.
On the Category pane, click [VWWOL Management].

2. Onthe Action pane, click [Create/Modify] under [VWOL Datastore].
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) Ustorwnil Datastorae.
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Figure-65 VVOL Management

3. Enter the items shown in the following table, and then click [Add].
ETERNLS SF User 1D e sf_agmin Lot AufrsL
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Thar Pool can be shared with multiple WOL Dalasteess o VWL Dabaslores for clore backup (up fo 18)
T poois axiesng i dfient ETERNUS Disk storage syskems cansst be meosd in 3 single WOL datnsiors.

* VWOL Datastore Information
¥ Ties Poul List

* Fimor Santing

Fiter | [ Clear_|
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Figure-66 Specify VVOL Datastore Information
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Item Information

Name gold_ds

Tier Pool List tierl_gold
Table-30 Values for the "Specify VVOL Datastore Information" setting (gold)

4. Select the checkbox for the added Tier pool, and then click the [Next] button.

UsariD ‘esi_sdmin | Logout Fuiiau
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Total Capacity 4007
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Figure-67 Tier Pool Configuration of VVOL Datastore
5. The information confirmation screen is displayed. Confirm the information, and then click [Create / Modify] on the lower right corner of

the screen.

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".
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2.2.3.1.6 Creating a VVOL Datastore for Clone Backups

1. Create a VOL datastore for clone backups.
On the ETERNUS SF Web Console screen, click [Storage] in the global navigation tab.
On the Category pane, click [VWWOL Management].

2. Onthe Action pane, click [Create/Modify] under [for Clone Backup].
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Figure-68 VVOL Management
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3. Enter the items shown in the following table, and then click [Add].
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Figure-69 Specify VVOL Datastore Information for Clone Backup

Iltem Information

Name bkup_ds
Tier Pool List tier2_bkup
Table-31 Values for the "Specify VVOL Datastore information for Clone Backup" setting
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4,

5.

Select the checkbox for the added Tier pool, and then click the [Next] button.
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Figure-70 Tier Pool Configuration of VVOL Datastore for Clone Backup

The information confirmation screen is displayed. Confirm the information, and then click [Create / Modify] on the lower right corner of

the screen.

Points

Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".
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2.2.3.1.7 Checking the WOL Datastores
Confirm that the VWOL datastores are created.

1. In the global navigation tab, click [Storage].

2. On the Category pane, click [VWOL Management].
The registered VVOL datastores are displayed on the Main pane.
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Figure-71 List of VVOL datastores

3. Check that the VOL datastores that were created in "2.2.3.1.5 Creating VWOL Datastores" are registered.

Name Status WOL Function Check &
gold_ds | Normal Enable(VVOL) o
bkup_ds | Normal | Enable(CloneBackup) o

Table-32 Checklist for the created VVOL datastores

Check that all of the VWOL datastores are created, and then proceed to the next procedure.
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2.2.3.2 vCenter Server Operations

2.2.3.2.1 Rescanning the Storage Provider

1.
Click the [Rescan] button on the [Storage Providers] screen.
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Make the vCenter server recognize the VOL datastores that were created in "2.2.3.1.5 Creating VVOL Datastores".
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2.2.3.2.2 Registering VWOL Datastores

1.

2.

vmware vSphere Web Client  #=

Register the VWWOL datastore (gold) in the vCenter server.
Click [Actions] - [Storage] - [New Datastore].
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Confirm the location, and then click [Next].
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Figure-73 New Datastore
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Figure-74 Location
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3. Select [WOL], and then click [Next].

1 New Datastore e
Twpe
| WMFS
5 Mame and container Create a VMFS datastae on 3 diskiLU N
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Figure-75 Type

4. Type "g_datastore" for [Datastore name], select [gold_ds] in [Backing Storage Container], and then click [Next].
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Figure-76 Name and container selection
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5. Select the hosts', and then click [Next].
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Figure-77 Select hosts accessibility
6. Check the configuration values, and then click [Finish].
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Figure-78 Ready to complete

For each setting, enter the items shown in the following table.

ltem

Information

Location

Datacenter1

Type

WOL

Datastore name

g_datastore

Backing Storage Container

gold_ds

Host

vvolesxiO1 - vvolesxi03

Table-33 Values for registering VVOL datastores (gold)
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2.2.3.2.3 Checking the WOL Datastores
Confirm that the registered VWOL datastores are mounted on all the ESXi hosts.

1. From Navigator, click [Hosts and Clusters].

2. From the Navigator tree, click an ESXi host.

3. For the ESXi host, select [Related Objects] - [Datastores].
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| A Home o Gatr Staren Surman Wonter e Ratkated Dotz A | Newdl o ATKnoal
L -] B 9 < |
[ - 8 oo wisst oal | st Wachinss | v Ternplabes In Fokrs | Mstwoiks: | Distibutsn St [ Dt
w [ Datacertar? i = = -
= 8 FE e E B | R F (o it
3 | I Trew Dtaiers Clvsiyt
| 3 datastoret WFSS
[ wolnex 02wl et ol B 0_tatasors | @ nomnal woL |I
= Liatli] 3 vWFE_Dalasioe | & womnat WMFES
(greartar | |
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|
|
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|- Pl Tasks Lx
Task Hame Targst stz e G aeTine Conpistien Tms g
Liwegester Mimual raching & ~ Cargisted T 12me  MR015 BSTETFM | MUINSEATST PM |
Urregister virtual machine & ~ Completed oot 12me | GFU20M6 BETAI P BAENEGATAIPM |
Lrreghatar irual maching &® ~ Campistsd ront Fme 9015 EATI4FM RACDVSESTI4PM | ven
Ureggiztar situal maching o +  Comgleted ot 0me AIEDITHITIIPM  RAANSESTIZPM | veand
Il guee G5 ki & w Camgpiste to 0me V2015 BT AP RN SEST 10 PM
Lireegreter vitual maching i ~ Campleted root Mme 92015 BEEAOPM  DODOMSGAEEIPM v
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Ureegistar virual aching [ + Damelcted fot Ame  IR0E BSEIA M BN SESE04 FM
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Figure-79 Checking the created vCenter Server VVOL datastores

Check that the VWOL datastores that were mounted on the ESXi hosts in "2.2.3.2.2 Registering VVOL Datastores" are mounted on each

ESXi host.

ESXi host WOL datastore Check M
vvolesxiO1 g_datastore o
vvolesxi02 g_datastore o
vvolesxi03 g_datastore o

Table-34 Checklist for the VVOL datastores mounted on the ESXi hosts

Check that the VWOL datastores are mounted on all the ESXi hosts, and then proceed to the next procedure.

Page 77 of

112

www.fujitsu.com/eternus


http://www.fujitsu.com/eternus

FUJITSU Storage ETERNUS DX S3 series

2.2.3.2.4 Creating Policies

1.

2.

Create a policy for gold.
In vSphere Web Client, click [VM Storage Policies] in [Home].
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Figure-81 Creating a new virtual machine storage policy
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3. In [Name and description], type "gold_policy" in [Name], and then click [Next].

{= Create New VM Storage Policy 7

Hame and description
Enter a name and joptiona ) deseriplion

Bl 1 Hame and description

2 Ruile-Sels

Ze Rule-Sett wCarter Gerer | voenierwol festlocal |v

3 Storage compatibilite .
Harne: 00 led_policy

4 Reathytn completa
Cescripion:

< Next > ancel

Figure-82 Name and description

4. In [Rule-Sets], specifying [Rules based on data services] as [com.fujitsu.eternus] displays the [Add rule] pull-down list.
Use this pull-down list to specify the values for the virtual machine backup settings. For each setting, enter the items shown in the
following table.
After entering the information, click [Next].

| I Create New VM Storage Policy. S * ; SEns : . . (21 %
1 Name and description Rujg-sat
Select rulz= specfic for & datastore hpe Rules canbe bazed on data serices provided by datastare or based on fags.
+* 2 PFulo-Sels The Wi slotage palicy sl metch datastones that calicf all e il es inat leastane 0T e rula- etz
3 Storage compatibiity Rules based on data seracl | comyitsu etarus ) s
4 Reahyo complets wirtual Wachine Backup G L —— ) 5 L)

Operation Mode 3 V \ T

Execition Penar 3 Dsily

Exzeution InterelHous @ [12

Exeoution veek @ B En
[ uen
[ Tus.
[l wiad.

Execution Day @ |1

Execution Start TirmetHoun £ [22
Exeellion Start Timeddinutey & | 30
Hurnbar of Sraps ol Backup € |0

Generaiions

GRS e GUESTT e 3w tem @ | Enable

snagshat the vituai machine's 0
mem oy

Clone Backun @

=idd rule=
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Add bag-hz sed rule. . | -

| A anather rule =et tarnove this rule et

Back Finiah (] Cancel |
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Figure-83 Virtual machine backup policy (Rule-Set 1)
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Item Information

Name gold_policy
Operation Mode Auto
Execution Period Daily
Execution Start Time(Hour) 22
Execution Start Time(Minute) 30
Number of Snapshot Backup 0
Generations
Quiesce guest file system Enable
Snapshot the virtual machine's E

nable
memory
Clone Backup Enable

Table-35 Values for the virtual machine backup settings (gold)

5. In [Storage compatibility], [Compatible storage] displays the VWOL datastores that can fulfill the created policy.
Select [g_datastore], and then click [Next].

6. In [Ready to complete], click [Finish].

~* 2 Rule-Sets
» 13 Rule-Set1

W 3 STOrage compatibiity

=" 1 Hame and description

LS 1 Ry bo comphete

5 Create Mew UM Storage Palicy N
w1 Mame amd description Storage compatibility
Az defined, this W =lorzge palicy is compali ble with the fol lowing =lorage
w2 Rule-Sets
»" 13 Rule-Sst1 [
Sl 3 Storage compatibility Storage Compatibilify  Total Gapaih Wizl SAN Capacty  Widual wolumes Cap. VRFS Capacihy WF S Capacity
~ 4 Reayto complete Gampatiale 4.00 TH 0.00 8 4.00TB 0.00E 0008
Ineorp abhlz 1.447H 000§ none 14470 0.00 8
Compatible storage
o | @ Filter -]
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Back Finish Cancel .
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Figure-85 Ready to complete
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7. Create a policy for silver.

For each setting, enter the items shown in the following table.

Item Information

Name silver_policy
Operation Mode Auto
Execution Period Weekly
Execution Week Sun.
Execution Start Time(Hour) 01
Execution Start Time(Minute) 00
Number of Snapshot Backup 3
Generations
Quiesce guest file system Enable
Snapshot the virtual machine's E

nable
memory
Clone Backup Enable

Table-36 Values for the virtual machine backup settings (silver)

Page 81 0f 112

www.fujitsu.com/eternus


http://www.fujitsu.com/eternus

FUJITSU Storage ETERNUS DX S3 series

2.2.3.2.5 Checking the Policies

Check that the virtual machine storage policies are registered correctly.

1. From Navigator, click [Home].

2. In [Home], click [VM Storage Policies] under [Monitoring].

3. Check that [VM Storage Policies] displays the created policies.

vimware: vSphera Web Client &=

Hapigznor

o=
& L VM Sirags Polcies 1 semrms A%
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| & Q Fits -
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Figure-86 Checking the virtual machine storage policy of vCenter Server

Check that the VOL datastores that were mounted on ESXi hosts in "2.2.3.2.2 Registering VVOL Datastores" are mounted on each ESXi
host.

Name Check 4
gold_policy O
silver_policy o

Table-37 Checklist for the virtual machine storage policies

Check that the virtual machine storage policies are created, and then proceed to the next procedure.
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2.2.4 Virtual Machine Creation Procedure
Create virtual machines to be used as business servers.
As an example, this procedure creates a virtual machine named "gyomu01".

1. Click [Actions] - [New Virtual Machine] - [New Virtual Machine].
vimwars vSphere Web Client
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Figure-87 Creating a new virtual machine

2. In [Select a creation type], select [Create a new virtual machine], and then click [Next].

#% Neve Virtual Machine

(71 bh
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Figure-88 Select a creation type
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3. In [Select a name and folder], type "gyomu01", and then click [Next].
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4. In [Select a compute resource], select a host, and then click [Next].
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Figure-90 Select a compute resource
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5. In [Select storage], select the values shown in the following table, and then click [Next].
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Figure-91 Select storage
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Table-38 Values for the "Select storage" setting
6. In [Select compatibility], click [Next].
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Figure-92 Select compatibility
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7.

8.

In [Select a guest OS], enter the items shown in the following table, and then click [Next].
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Figure-93 Select a guest 0S
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Item Information

Guest 0S Family Linux

Guest 0S Version Red Hat Enterprise Linux 7 (64-bit)

Table-39 Values for the "Select a guest 0S" setting
In [Customize hardware], enter the items shown in the following table, and then click [Next].
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Figure-94 Customize hardware

Comipaftibilibe ESH 0 and later Wi version 11)

Item Information

CPU 2

Memory 4GB

40GB (system area)

New Hard disk 100GB (data area)

Table-40 Values for the "Customize hardware" setting

Cancel
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9. In [Ready to complete], click [Finish].
When a virtual machine is powered on, it is automatically registered to the ETERNUS SF system.
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Figure-95 Ready to complete

10. Install and set up Windows Server 2012 R2.
Create new virtual machines or clone the created virtual machine to prepare the required number of virtual machines.

Checklist
Confirm the following item.

- On vSphere Web Client, clicking [VMs and Templates] in [Home] displays the created virtual machines.
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2.3 Operational Procedure

2.3.1 Virtual Machine Backup/Restore Procedure

B Backing up snapshots/clones

1. On the virtual machine, create a file for confirming that a backup/restore has been successfully executed.
For the Command Line User Interface (CUI), perform the following steps.

# touch <file for confirmation>

Example

# touch /data/testl.txt
# touch /data/test2.txt
# 1s -1 /data

-rw—- r—r-- .1 root root 0O ..
-rw—- r—r-- .1 root root O ..

The following screenshot is a display example of the GUI.
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@ Trash

Devices

[3] Floppy Disk
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2. Inthe global navigation tab, click [Storage].

test].txt

<&

testZ.txt

Figure-96 Creating files for confirmation

On the Category pane, click [VWWOL Management].

e

Modified
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3. On the Category pane, click [WOL Backup Management].
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Figure-97 VVOL Management

4. On the Main pane, select a virtual machine to back up.

On the Action pane, click [Execute] under [Manual Execution].
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Figure-98 VVOL Backup Management

5. The warning dialog box is displayed. Confirm that the backup operation will not cause a problem, and then click [OK].
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6. A message is displayed to inform that the process has been accepted. Click the [Done] button.

Points

Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console
Operations".

Checklist
Confirm the following items.

- On the Main pane of the [VWOL Backup History] screen, the snapshot backup history list displays the snapshot backups.

- On the Main pane of the [WWOL Backup History] screen, clicking the [Clone Backup History] tab displays the clone backups in the clone
backup history list.
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Figure-99 Snapshot Backup History
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Figure-100 Clone Backup History
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B Restoring snapshots
1. On the virtual machine, delete the file created for confirmation in Step 1 of the "Backing Up Snapshots/Clones" procedure.

For the CUI, perform the following steps.

# rm —f <file for confirmation>
Example

# rm -f /data/test2.txt
# 1s -1 /data

-rw—- r—r-- .1 root root 0 .. testl.txt

The following screenshot is a display example of the GUI.
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Figure-101 Deleting the file for confirmation

2. Inthe global navigation tab, click [Storage].
On the Category pane, click [VWOL Management]. This changes the items of the Category pane to items related to VWOL management.
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3. On the Category pane, click [WOL Backup History].
Select a snapshot backup to restore, and then click [Restore] under [Snapshot] on the Action pane.
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Figure-102 Snapshot Backup History

4. The warning dialog box is displayed. Confirm that the backup operation will not cause a problem, and then click [OK].

5. A message is displayed to inform that the process has been accepted. Click the [Done] button.

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.

For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".

6. Check that the file for confirmation that was deleted on the virtual machine is restored.
For the CUI, perform the following step.

# 1s -1 <directory of the files for confirmation>

Example
# 1s -1 /data

-rw—- r—r-- .1 root root 0 .. testl.txt
-rw- r—r-- .1 root root 0 .. test2.txt
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The following screenshot is a display example of the GUI.
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Figure-103 Restoring the file for confirmation
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B Restoring clone backups

1. On the virtual machine, delete the file created for confirmation in Step 1 of the "Backing Up Snapshots/Clones" procedure.

For the CUI, perform the following steps.

# rm —f <file for confirmation>

Example
# rm —-f /data/test2.txt
# 1s -1 /data

-rw—- r—r-- .1 root root 0 ..

testl.txt

The following screenshot is a display example of the GUI.
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Figure-104 Deleting the file for confirmation

2. Shut down the virtual machine and then on vCenter Web Client, make sure that the virtual machine to be restored is powered off.

3. Inthe global navigation tab, click [Storage]. Then, on the Category pane, click [VWWOL Management].
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4. On the Category pane, click [WWOL Backup Management]. Then, on the Main pane, click the [Clone Backup History] tab.
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Figure-105 VVOL Backup Management

5. In [Clone Backup History], select a clone backup to restore.
Then, on the Action pane, click [Restore] under [Clone Backup].
5 5F

Pon &1 @0 Wwl ag og Ll e 2=
"I

-51 40 Qo | F @1 &1 Q0

Elrsae > WWOL Management

VVOL Backup History

(51 WWOL Datastars. ¥ Information

e Secimior (1) Lk of Snagniod bachup i Chee GO 1530008 o ViaWrs gssis.

Ein T arvy "M wasn guisl 1L can ke rasiond wsing it b dens i

Snapshot Eackup History

| Ctone Backp Hestory Glone Backup:

O smsmenosestiz ) ik b & Cick Here qromu

Figure-106 Clone Backup History
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6. Enter the VMware guest name for the restore destination, and then click the [Restore] button.
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Figure-107 Restore Clone Backup

7. A message is displayed to inform that the process has been accepted. Click the [Done] button.

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".
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8. OnvCenter Web Client, check the restored virtual machine.
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Figure-108 Checking the restored virtual machine

9. Check that the file for confirmation that was deleted on the virtual machine is restored.
For the CUI, perform the following step.

# 1s -1 <directory of the files for confirmation>

Example
# 1s -1 /data

-rw—- r—r-- .1 root root 0
-rw—- r—r-- .1 root root 0

testl.txt
test2.txt
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The following screenshot is a display example of the GUI.

data - |0 | x
> &) data Q, = Y] o]
Places Name v | Size Type Modified
@ Racant U test].txt 0 bytes Text 15:30

M Home < | testZ.txt O bytes Text D

[ Documents

“ Downloads

dd Music

[ Pictures
ﬁ\ﬁdeos

@ Trash
Devices

[3] Floppy Disk

@ Server0lG
Network

o7 Browse Metwork

B connect to Server

Figure-109 Restoring the file for confirmation
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B Restoring a single item

This section provides the procedure for restoring files that were created in the virtual disk of the data area.
This procedure was performed using Red Hat Enterprise Linux 7.

1. On the virtual machine, delete the file created for confirmation in Step 1 of the "Backing Up Snapshots/Clones" procedure.

For the CUI, perform the following steps.

# rm -f <file for confirmation>

Example
# rm —-f /data/test2.txt
# 1s -1 /data

-rw—- r—r-- .1 root root 0 ..

testl.txt

The following screenshot is a display example of the GUI.
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Figure-110 Deleting the file for confirmation

2. Inthe global navigation tab, click [Storage].

On the Category pane, click [VWWOL Management].
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3. On the Category pane, click [WOL Backup Management].
Select a snapshot backup to restore, and then click [Single Item Restore] under [Snapshot] on the Action pane.
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Figure-111 Snapshot Backup History

4. Set [Allocation duration of temporary volume] to 24 and in the VMDK file list, select the VMDK file to restore. Then, click the [Restore]
button.
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Figure-112 Restore
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5. A message is displayed to inform that the process has been accepted. Click the [Done] button.

Points
Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next step.

6. In the virtual machine, rescan the disk and partition.
For the CUI, perform the following step.

# sfdisk —R <device name of the temporary volume (/dev/sd*)>

Example
# sfdisk -R dev/sdc

7. Mount the temporary volume on the virtual machine.
For the CUI, perform the following steps.
For a single item restore, a disk is automatically added to the virtual machine.
Therefore, when a compatible device is used and the system is rebooted while the temporary volume exists, a device name mismatch
may occur.
Using a device name that does not change is recommended. In this document, UUID is used.

# udevadm info -g symlink -n <compatible device name>
<by-path name> <by-uuid name>

# mount <by-uuid name of the temporary volume> <mount point>

Example
# udevadm info -gq symlink -n /dev/sdcl
disk/by-path/pci-0000: .. disk/by-uuid/8454c293..

# mount /dev/disk/by-uuid/8454c293... /mnt

For the GUI, perform the following steps.
Select [Applications] - [Utilities] - [Disks].
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Figure-113 Desktop
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Select the temporary volume from [Devices] and click the mount button.
The temporary volume is mounted in "/mnt/<UUID>" by default.
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Figure-114 Disks

8. Check the mounted temporary volume.
For the CUI, perform the following step.

# 1s -1 <directory of the temporary volume>

Example
# 1s -1 /mnt

-rw- r—r-- .1 root root 0 .. testl.txt
-rw—- r—r-- .1 root root 0 .. test2.txt
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The following screenshot is a display example of the GUI.
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Figure-115 Checking the temporary volume

9. Copy the file from the temporary volume to the restore destination.
For the CUI, perform the following step.

# cp -p <target file to restore> <restore destination>

Example
# cp -p /mnt/test2.txt /data

The following screenshot is a display example of the GUI.
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10. Check that the restore is successfully completed.
For the CUI, perform the following step.

# 1s -1 <directory of the files for confirmation>

Example
# 1s -1 /data

-rw—- r—r-- .1 root root 0 .. testl.txt
-rw—- r—r-- .1 root root 0 .. test2.txt

The following s;reenshot is a display example of the GUI.
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Figure-117 Checking the restored file

11. Unmount the temporary volume.
For the CUI, perform the following step.

# umount <mount point of the temporary volume>

Example
# umount /mnt
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For the GUI, perform the following steps.
Select [Applications] - [Utilities] - [Disks].
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Figure-118 Desktop

Select the temporary volume from [Devices] and click the unmount button.
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Figure-119 Disks
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12. Delete the temporary volume.
In the global navigation tab, click [Scheduler].

On the Main pane, select a task. Then, on the Action pane, click [Execute immediately] under [Operation].
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Figure-120 Scheduler task

13. Check the operation to be executed, and then click the [Execute] button.

14. In the message notifying the immediate execution of the scheduler task, click the [Done] button.

Points

Check the Job Status pane and make sure that the result changes to [Success] before proceeding to the next procedure.
For details on how to use the Job Status pane, refer to "2.2.1.2 Checking the Common Processes of the ETERNUS SF Web Console

Operations".

Checklist
Confirm the following items.

- On the Main pane of the [Scheduler] screen, no scheduler tasks are displayed.

- The temporary volume is unmounted.
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3 Verification of the VWOL Reference Architecture
A test was performed for environments configured using this reference architecture to determine whether they were able to secure the
capacity for the virtual machines and support the operations of the various functions.

3.1 Confirming the Normal Operation of the Virtual Machines

A test was performed to check if the capacity required to run 15 business systems that operate as virtual machines and two management
servers can be secured when two ESXi hosts are used.

: : Snapshot Clone
Server type No. of units Software CPU [Memory| Disk s "
vCenter server p| VMwarevCenterServer | 5 o | geg | 12068 - -
Appliance 6.0
Operation management 1| Windows Server 2012R2 | 4vcPU | 5GB |  50GB - -
server
Eﬁ;'gﬁfj o with 5 Without With
_0°C POTLY : Red Hat Enterprise Linux 7 | 2vCPU | 4GB | 140GB
Business  server with . ]
. . 10 With With
the Silver policy

3.2 Confirming the Operation of VMware vSphere 6.0
VMware vSphere 6.0 was confirmed to operate without any problems in this configuration by checking the following items.

- Storage vMotion operations between VWOL and VMFS
Migrating virtual machines between different datastores formats, VWOL (volume) datastore and VMFS (file system) datastore, was tested.
The following operations were tested and confirmed that Storage vMotion was executable between a VWOL datastore and a VMFS
datastore.
Powered-off virtual machines:  Cold migration from a VWOL datastore to a VMFS datastore*
Cold migration from a VMFS datastore to a VVOL datastore*
Powered-on virtual machines: ~ Storage vMotion from a VVOL datastore to a VMFS datastore*
Storage vMotion from a VMFS datastore to a VWOL datastore*
* A "Datastore does not match current VM policy" message is displayed while migration is performed.

Virtual machine ESXi host |

(volume)

ETERNUS DX100 S3
Tier pool 1 (Gold) Standard volume Disk storage system

VVVOL datastore Management server area i
(VMFS) |

Figure-121 Confirmation of Storage vMotion
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- Failover for the operation management server due to vSphere HA
The availability of redundancy provided by vSphere HA was tested for situations where an operation management server and a business
server were installed on the same ESXi host.
An operation management server is necessary for virtual machine operations that use VWOLs. This is why an operation management
server was placed on the VMFS.
These virtual machines were tested to determine whether they were started in different ESXi hosts when a failover was performed for
the ESXi host that has business servers that are in a VVOL and an operation management server.
The following items were tested and confirmed that vSphere HA was valid even in VWOL environments.
- Whether a different ESXi host can start these virtual machines after a failover is performed for an ESXi host that runs a business
server
- Whether a different ESXi host can start these virtual machines after a failover is performed for an ESXi host that runs the
operation management server, the vCenter server, and a business server.
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management server vm  Business server
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Figure-122 vSphere HA for the operation management server
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4 Notes
1. Tier pools and volumes that can be used in the ETERNUS DX S3 series

- The following table shows the number of Tier pools that can be registered in each storage system model.

Maximum number of Maximum number Maximum pool
Storage system . -
Tier pools of sub-pools capacity
ETERNUS DX100 S3 30 72 256TB
ETERNUS DX200 S3 30 132 256TB
ETERNUS DX500 S3 60 256 384TB
ETERNUS DX600 S3 64 256 768TB
ETERNUS DX8700 S3/DX8900 S3 64 256 1,024TB
ETERNUS DX200F 12 12 327B

Table-41 Maximum numbers of Tier pools in a storage system

- The following table shows the number of volumes that can be created in each storage system model.

Maximum
oG numbe.r of Number of avalilable Recommended numbe]r
volumes in the volumes* of volumes for VVOLs*
storage system
ETERNUS DX100 S3 2,048 2,009 1,808
ETERNUS DX200 S3 4,096 4,057 3,651
ETERNUS DX500 S3
ETERNUS DX600 S3 16,384 16,313 14,681
ETERNUS DX8700 S3/DX8900 S3** 65,535 65,464 58,917
ETERNUS DX200F 1,536 1,497 1,347

*TValues when pools are configured with six RAID groups.
*” For details on the support range and operation environment, contact your
Fujitsu sales representative.
Table-42 Maximum numbers of volumes that can be created in a storage system

2. VMware vCenter Server Appliance
- By default, the password for a Single Sign On user is valid for 90 days.
Change the default password policy according to the operational requirements.

Password policy setting item Default value
Maximum lifetime Password must be changed every 90 days
Restrict reuse Users cannot reuse any previous 5 passwords
Maximum length 20 characters
Minimum length 8 characters

At least 2 alphabetic characters

At least 1 special characters

At least 1 uppercase characters

Character requirements
At least 1 lowercase characters

At least 1 numeric characters

Identical adjacent characters:3
Table-43 Password policy for VMware vCenter Server Appliance

- The clocks of each component of VMware ESXi Server must be synchronized.
For SSL communications between unsynchronized servers, SSL certificates that require time synchronization are recognized as
disabled and services in VMware may fail to start.
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3. ETERNUS SF Storage Cruiser

- The Thin Provisioning function in the ETERNUS DX S3 series must be enabled to use VVOLs.
Automated Storage Tiering must also be enabled with ETERNUS SF Manager.
(One layer Tier pool of Automated Storage Tiering becomes available for ETERNUS SF Storage Cruiser.)

For more details, refer to "3.3 Activation of Automated Storage Tiering" in "FUJITSU Storage ETERNUS SF Storage Cruiser V16.2
Operation Guide for Optimization Function".

- In vSphere HA configurations, when a VOL datastore is mounted on vCenter Server, management volumes are automatically created
in the VWOL datastore of the ETERNUS DX S3 series.
When deleting a VWOL datastore from ETERNUS SF Web Console, the management volumes in vSphere HA must be deleted.
In order to delete the management volumes of vSphere HA, unmount the WOL datastore from vCenter Server, and then execute the
following ETERNUS SF Manager command.

storageadm volume delete -ipaddr [IP_address of the ETERNUS DX S3 series] -volume [volume number]
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5 Reference

1. Product information
- Fujitsu's ETERNUS DX Disk storage systems
http://www.fujitsu.com/eternus/
Disk Storage Systems > ETERNUS DX

- Storage Foundation Software : FUJITSU Storage ETERNUS SF

http://www.fujitsu.com/eternus/
Storage software > ETERNUS SF

2. Software to download
- ETERNUS VASA Provider 2.x

3. Related manuals

- FUJITSU Storage ETERNUS DX100 S3/DX200 S3 Disk storage system Configuration Guide (Basic)

- FUJITSU Storage ETERNUS DX Configuration Guide (Web GUI)
FUJITSU Storage ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX

- FUJITSU Storage ETERNUS SF Express V16.2 / Storage Cruiser V16.2 / AdvancedCopy Manager V16.2 Installation and Setup Guide
FUJITSU Storage ETERNUS SF Express V16.2 / Storage Cruiser V16.2 / AdvancedCopy Manager V16.2 Web Console Guide

- FUJITSU Storage ETERNUS SF Storage Cruiser V16.2 Operation Guide
FUJITSU Storage ETERNUS SF Storage Cruiser V16.2 Operation Guide for VMware vSphere Virtual Volumes
FUJITSU Storage ETERNUS SF Storage Cruiser V16.2 Operation Guide for Optimization Function

- ETERNUS VASA Provider 2.x User's Guide
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