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Introduction
Optical transport networks have been migrating from SONET technology to WDM architectures over the 
past 5–10 years. Deploying WDM systems has allowed carriers to tap enormous capacity by carrying multiple 
wavelengths over a single fiber. For carriers, this means significant cost savings compared to the cost of 
deploying single-channel networks, or of overlaying multiple networks for each service offering. As this 
transition to WDM architectures occurred, it became painfully obvious that early WDM implementations 
lacked many key features required to properly operate and maintain these optical networks. With early 
WDM platforms many features, such as performance monitoring, fault detection and isolation, a standard 
multiplexing hierarchy and standard communication channels, were either missing or implemented in a 
proprietary fashion by each WDM equipment vendor.  

The Optical Transport Network (OTN) standards, defined by the ITU-T G.709 standards committee, were 
developed to add SONET-like performance monitoring, fault detection, communication channels, and 
multiplexing hierarchy to WDM wavelengths. The primary benefits of OTN include:

• Enhanced OAM for wavelengths
• Universal container supporting any service type
• Standard multiplexing hierarchy
• End-to-end optical transport transparency of customer traffic
• Multi-level path OAM

WDM Issues – The Need for OTN Standards
The benefits that made SONET a robust optical transport technology, including a standardized mapping 
of client signals, enhanced performance monitoring at multiple layers, comprehensive fault detection 
and isolation, and embedded communications channels, were all missing from early WDM networks. Each 
vendor implemented their own proprietary methods of mapping client traffic, of detecting/isolating alarm 
faults, and of providing optical performance monitoring. For single-carrier networks using only one vendor’s 
equipment, this lack of standardization wasn’t a serious problem. However, as optical networks grew and 
became inter-connected across network boundaries, the lack of OAM standardization for WDM became 
a huge liability. Essentially, the industry lost all of the benefits SONET provided for large, multivendor 
interconnected networks.

Without a common mapping structure, client traffic had to be de-multiplexed into its lowest common form 
at carrier boundaries. For example, a carrier providing GbE services with an nxGbE muxponder card had to 
break the signal back into individual GbEs at carrier boundaries, as opposed to simply handing off 10 Gbps 
wavelengths

Without standard fault detection and alarm indication signals, a fault in one portion of the network could 
not be communicated to other portions of the network, especially across carrier boundaries. This led to 
the classic condition of a customer complaining about receiving a bad signal, without the carrier having 
knowledge or awareness of the fault condition.

For your convenience, a list of acronyms can be found at the end of this document.
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Finally, without a function equivalent to “path layer monitoring,” there was no way to provide an end-to-
end assurance (SLA) for customer traffic. All three issues are highly problematic for operating a network and 
selling mission-critical services.
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Figure 1:  The need for OTN standards

OTN Frame Structure
Adding OAM capabilities to WDM networks required creating a frame structure to “digitally wrap” or 
“encapsulate” the payload, which is the basis of the ITU-T G.709 OTN standards, and commonly referred to as 
G.709 Digital Wrapper. The OTN frame is very similar to a SONET frame in its structure and format. 

There are three overhead areas in an OTN frame: the Optical Payload Unit (OPU) overhead, the Optical 
Data Unit (ODU) overhead, and the Optical Transport Unit (OTU) overhead. These overhead bytes provide 
path and section performance monitoring, alarm indication, communication, and protection switching 
capabilities. One additional feature is the inclusion of a Forward Error Correction (FEC) function for each 
frame. The FEC improves the Optical Signal-to-Noise Ratio (OSNR) by 4 to 6 dB, resulting in longer spans and 
fewer regeneration requirements.
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Figure 2:  OTN frame structure
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A client signal is mapped into the OPU 
payload, with the OPU overhead providing 
information on the type of signal mapped 
into the payload and the mapping structure. 
Although a bit confusing with SONET 
terminology, the “P” in OPU does not stand for 
“path” and the OPU does not provide any path-
layer monitoring functions. 

The ODU overhead adds optical path-level 
monitoring, alarm indication signals, automatic 
protection switching bytes, and embedded 
data communications channels (GCC1/GCC2). 
The ODU is the basic payload that is 
electronically groomed and switched within 
an OTN network. 

The OTU overhead adds bytes to provide 
optical section layer PM, alarm indication, and the GCC0 data communications channel. The OTU represents a 
physical optical interface or port, such as an OTU2 (10 Gbps), OTU3 (40 Gbps) and OTU4 (100 Gbps).

The Power of Tandem Connection Monitoring
Within the OTN overhead, the path monitoring bytes provide a critical function in monitoring end-to-
end signal quality, enabling carriers to guarantee customer Service Level Agreements (SLAs). In large, 
interconnected networks, such as those shown in Figure 4, it’s very beneficial to have multiple path 
monitoring points.

The traditional OTN path monitoring bytes allow carriers to perform end-to-end signal monitoring across 
the overall network, as shown in Figure 4. In large networks constructed over wide geographical areas, it’s 
very common for multiple carriers to be transporting a signal, each providing transport services across their 
respective geographical area or “cloud.” These additional carriers have requirements for monitoring the 
path layer as the signal enters and exits their “cloud,” to provide service assurance to the end-to-end carrier. 
OTN enables path-layer monitoring at multiple, user-defined endpoints, and it is one of the more powerful 
features of OTN. TCM bytes provide this user-defined path monitoring function. There are up to six different 
levels of TCM bytes available in the OTN overhead, labeled TCM1 through TCM6. These bytes allow carriers to 
define their own path layers. For example, Carrier B could use TCM1 to perform path monitoring at the entry 
and exit points of its network. Likewise, Carrier C could use TCM2 to perform path monitoring on the signal 
as it enters and exits the Carrier C cloud.
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Standard Hierarchy – Creating Order out of Madness
Originally, the G.709 digital wrapper was primarily used for transporting 10 Gbps wavelengths, enabling 
improved performance due to the FEC and improved OAM due to the OTN overhead bytes and standard 
frame structure. Lower rate signals, such as 4 x OC-48 and 8 x GbE were simply multiplexed into 10 
Gbps payloads and then encapsulated into the OTN frame. Since each vendor had their own method of 
multiplexing lower-rate signals into 10 Gbps wavelengths, there was no way to share these aggregate 10 
Gpbs wavelengths in large multivendor networks. This lack of common underlying mapping structures 
forced carriers to demultiplex each 10 Gbps or 40 Gbps wavelength at every core aggregation node and at 
every network boundary, which was very inefficient and costly.

OTN standards evolved to include a standard multiplexing hierarchy, defining exactly how the lower-
rate signals map into the higher-rate payloads. This allows any OTN switch and any WDM platform to 
electronically groom and switch lower-rate services within 10 Gbps, 40 Gbps, or 100 Gbps wavelengths, 
without the need for external wavelength demultiplexing and manual interconnects.

The diagram depicted is not the complete OTN mapping structure. It is a simplified version showing some of 
the most common mappings. As an example, a 2.5 Gbps signal (OC-48) is mapped into an OTU1 frame. Four 
of these 2.5 Gbps signals can be mapped into an OTU2 frame.
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Figure 5:  Simplified OTN mapping diagram

The smallest OTN container defined is the ODU0 payload, operating at 1.25 Gbps. Originally, the ODU0 
payload was intended to support 1 GbE signals, but has been extended to include additional mapping 
options for other services, such as OC-3 and OC-12 signals. While the ODU0 can be used for signal types 
other than 1 GbE, only a single service is allowed per ODU0 container. Mapping a single OC-3 (155 Mbps) 
or a single OC-12 (622 Mbps) service into a 1.25 Gbps ODU0 container is not a very efficient use of the 
bandwidth, so ODU service applications below 1 Gbps may be very limited. 

As signal rates increased to 40 Gbps (OTU3) and 100 Gbps (OTU4), additional mapping structures have been 
defined for mapping ODU0, ODU1, ODU2, and ODU3 signals into these higher-rate payloads. The key point is 
that the optical transport industry and all vendors’ products now have a common standard of multiplexing 
and demultiplexing services for WDM networks, enabling multivendor interoperability and OTN switching 
and grooming.
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From Transport to Switching
Up to this point, the G.709 OTN standard was primarily used in optical transport applications, providing 
standard performance monitoring, fault detection, embedded communication channels, and FEC for WDM 
networks. However, as OTN standards evolved to include standard, hierarchal mapping structures, the 
technology is now expanding into switching and aggregation applications.

Most large carrier networks have aggregation switches deployed at major gateway locations, usually at 
metro and long-haul network junctions. These aggregation switches allow them to efficiently aggregate and 
groom traffic as it enters and exits their ultra-long haul network.  

These aggregation/grooming nodes are prime candidates to be upgraded to large OTN switches, offering 
several key benefits:

•  OTN switches operate at the OTU layer. They are independent of the traffic type carried within the 
payload, so the network becomes transparent to any underlying services and protocols

•  Switching at the ODU layer maintains the end-to-end optical performance and alarm monitoring
•  Utilizing standard OTN mapping structures, OTN switching allows efficient grooming of traffic and high 

utilization of the ULH wavelengths.

Deployment of these OTN aggregation switches between the metro and LH networks will further drive OTN 
muxponding and switching requirements into the metro and access parts of the network, so that carriers 
can realize the benefits and efficiencies of end-to-end OTN networks.
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Figure 6:  OTN aggregation and switching
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OTN Metro Applications
Within the metro space, the industry is still debating the best method for aggregating and transporting 
OTN signals. For point-to-point private-line services at 10 Gbps or 40 Gbps rates, transponders with G.709 
OTN encapsulation are well suited to the application and fully supported on existing ROADM platforms. 
For lower-rate signals, at 1 GbE and 2.5 Gbps, simple OTN muxponders might be suitable, especially in 
applications where there are limited numbers of 1 Gbps and 2.5 Gbps private-line services. 

As the number of 1 GbE and 2.5 Gbps services increases within a metro area, muxponding becomes a less 
efficient approach compared to distributed OTN switching at each node. A combination of muxponding and 
integrated OTN switching will likely be deployed on any next-generation metro architecture.
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Figure 7:  End-to-end OTN network

OTN & Packet Optical Networking 
OTN technology is evolving from its traditional role of encapsulating wavelengths for WDM optical transport 
to core switching and aggregation at major gateway locations. As OTN core switches are deployed, this 
will drive OTN muxponding, aggregation, and switching applications deeper into the metro and access 
parts of the network. As this transition occurs, the question arises of how OTN technology and Packet ONP 
technology should coexist within a metro space.

Packet ONPs are designed to efficiently aggregate and switch Ethernet services, along with legacy TDM/
SONET services. They are extremely efficient in providing thousands of high quality, Connection-Oriented 
Ethernet services (10 Mbps–1 GbE) over metro networks. 
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OTN is effective and efficient for very high-rate private-line services, such as those operating >1 GbE. Since 
the smallest OTN container is the ODU0 at 1.25 Gbps, anything less than 1 GbE is not a very efficient use of 
the OTN bandwidth. For these high-rate private-line services, they can benefit from OTN’s enhanced end-to-
end OAM and transparency to end-user services. OTN complements Packet ONPs, and will be incorporated 
into these devices along with their Ethernet and TDM aggregation and switching capabilities.

Summary
Early WDM implementations lacked many of the key OAM features that existed in SONET, causing difficulties 
in operating and maintaining WDM networks especially in large, interconnected multivendor networks. The 
OTN standards were designed to provide a robust set of OAM features for WDM architectures, including 
performance monitoring, fault detection, forward error correction, embedded communications channels, 
and a standard mapping structure for multiplexing lower rate signals into higher-speed payloads. OTN 
is already widely deployed for transport applications, as a digital wrapper on 10 Gbps and 40 Gbps 
transponder signals. However, OTN technology is quickly evolving into switching and aggregation roles, with 
the first applications being large-core OTN switch nodes at major gateway locations. Once deployed, these 
large OTN aggregation nodes will accelerate the need for OTN muxponding and switching within the metro 
and access parts of the network. OTN is a complementary technology to COE and packet optical networking 
and is best suited for carrying high-rate private line services within metro areas.

Acronyms
Term Definition

COE Connection-Oriented Ethernet

dB Decibel

FEC Forward Error Correction

GbE Gigabit Ethernet

Gbps Gigabits per second

GCC General Communications Channel

ITU International Telecommunications Union

LH Long-Haul

Mbps Megabits per second

OAM Operations, Administration and 
Maintenance

OC Optical Carrier

ODU Optical Data Unit

Term Definition

OPU Optical Payload Unit

OSNR Optical Signal-to-Noise Ratio

OTN Optical Transport Network

OTU Optical Transport Unit

Packet ONP Packet Optical Networking Platform

PM Performance Monitoring

ROADM Reconfigurable Add/Drop Multiplexer

SLA Service-Level Agreement

SONET Synchronous Optical Network

TCM Tandem Connection Monitoring

TDM Time-Division Multiplexing

ULH Ultra Long-Haul

WDM Wavelength-Division Multiplexing
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