Oracle Multitenant on Fujitsu M 10 Server

A Study of Database Consolidation and Expansion using Fujitsu M10 Building
Blocks and Pluggable Databases
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1. Introduction

The business environment has been changing fastrandatically. Information and Communications
Technology (ICT) not only responds to the chandinginess climate but, in many cases, drives the
change. There is an urgent need to lower the ¢apithoperating costs of ICT. At the same timerghe

is a growing need to invest in cloud-type ICT plaths that are capable of quickly providing new
generations of services directly connected to tigress.

In this era of Big Data, businesses are being ddfimith the data they acquire and use. Databases ar
at the core of business operations. The flexibditg scalability to provide database services &atte
and speed when starting a new business projectreice are crucial. As new services proliferate
across the enterprise, so do the databases. Foebsi$o flourish the sprawl of databases and serve
needs to be tamed through consolidation for a temum capital and operating costs.

Organizations have approached database consolidatidifferent levels of their ICT architecture:
with virtualized environments, with database instm or with database schemas. Each of these
methods has its merits, benefits, as well as comiges. The introduction of Oracle Database, 12
introduces a new approach to database managentobasolidation with new Pluggable Databases
and Oracle Multitenant capabilities.

Consolidation with Pluggable Databases using Ondaléitenant allows organizations to reach higher
levels of consolidation ratios and scalability wipowerful manageability capabilities. Database
consolidation not only becomes significantly easidth Oracle Database t2compared to
conventional methods, it also becomes possibleefdog new databases extremely rapidly and to
increase flexibility to support new business sexsiand applications.

It can be quite challenging to provide a servemaistiucture to support these promising new database
management and consolidation capabilities in fhafging business environments while lowering
risks and costs. One option is to deploy a largecidy server provisioned for the predicted future
workload requirements. As hard as it would be tedpmt the future, paying for the future use in
advance would not be financially attractive. Thheotoption is to deploy new servers to replace
existing ones as the business grows. This too woelld costly option with implications on business
continuity at the crucial time of rapid businessvgh.

To address this dilemma and avoid excessive risétcasts, Fujitsu developed the Fujitsu M10 server
that can flexibly support business growth with tcadly lower upfront investment and without
impacting business continuity. Fujitsu M10 serugfrastructure can be built modularly with the
Building Block architecture. Fujitsu M10 can grow increments of one single CPU core with the
"CPU Core Activation” feature. The Physical PastitDynamic Reconfiguration capability of Fujitsu
M10 brings Building Blocks together into a singlstem and enables dynamic growth; one Building
Block at a time and one CPU core at a time.

Individually, Oracle Database ¢ 2nd Fujitsu M10 each reduces the customer's ¢apithoperating
costs and provides flexible scalability and growttthen deployed together, Oracle Database 12
running on the Fujitsu M10 platform, they can detithe most efficient and flexible database server
environment.

This document shows how Pluggable Databases adgvaar resources can be added and removed,
without stopping servers or services, by usingQhacle Multitenant features of Oracle Database 12
and the CPU core activation and Dynamic Reconfipmdeatures of Fujitsu M10-4S. This document
also provides proof that, in the process of expamdie database server, the transaction processing
capacity increases linearly while the response te@ngains constant.
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Oracle Database 12c Multitenant

2. Oracle Database 12c M ultitenant

2.1 Product Overview

The Oracle MultitenaAtoption for Oracle Database dB an innovative, in-database virtualization
solution for consolidation of Oracle ¢ databases that reduces capital and operationaddiE. As
depicted inFigure 1 below, the innovation is driven by efficient usetloé container database (CDB)
memory and background processes to provide medsuefficiencies and greater consolidation
density of distinct pluggable databases (PDBs). ddmabination of hosted PDB tenants in the CDB
Root is the Multitenant Container Database.

<—Root
“u omm
@ LU

Figure 1. Oracle Multitenant Container Database

CDB

Each PDB is a portable, self-contained databade wgtown schemas, schema objects, and non-
schema objects stored in the individual PDB SYSTEMSAUX, and USER tables. Each PDB has
its own set of data files distinct from the CDB, igfhallows for easy unplug/plug database mobility
and rapid PDB provisioning through cloning. Thetroontainer database (CDB$ROOT) provides
shared database dictionary structures, SGA menmmatypackground processes.

Oracle Multitenant fully complements other Oraclat@base options including Real Application

Clusters (RAC), Oracle Data Guard and Oracle Gakdge. As described in this document, the
combination of Oracle Multitenant, RAC and the dyiaCapacity On Demand (COD) capabilities

of the Fujitsu M10 server illustrates the easeapid, online database provisioning of PDBs through
online core activation and dynamic CPU resourcengbs to the CDB initialization parameter. A

simple SQL statement provisions additional PDBse dinamic building block approach found in

Fujitsu M10-4S is an efficient, cost effective dgphent model, which complements the high-density
consolidation benefits of Oracle Multitenant.

Additional practical benefits of this architectuas, a result of efficient database consolidatien ar

¢ Simplified database management through Manage M any-as-One
The Oracle Multitenant architecture offers coansérged database management eanamon
user executing across all or a subset of hosted PDisplied management tasks, for
example, would be to patch the CDB and all hos@B47in a single patching operation or to
back up the CDB and all hosted PDBs as a single RM#ackup. When required,
management isolation can be restricted to indivieNRBs througHocal users.

¢ Agiledata mability through database unplug/plug
Oracle Multitenant in-database virtualization altofer distinct PDB tablespaces and data
files. Through simple SQL commands, PDBs can rééofram one hosting CDB to another.

¢ Fast thin provisioning at the SQL command line or the PDB Self-Service Application
Oracle Multitenant supports thin provisioning of B) as well as full provisioning. File
system storage that supports copy-on-write sué&tas Cloud File System (ACFS) enables
users to snapshot clone PDBs from a sinffd. statement. Additional PDB cloning

! For a complete description of Oracle Multitenaf¢ase see http://oracle.com/goto/Multitenant
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functionality includes subset cloning of specific schemas, meta-data cloning and
remote cloning from a source database.

« Existing databases can be easily adopted as a PDB with no application changes
From an application perspective, Oracle Multiterlaoks and feels like a traditional non-
Container database (non-CDB). No application chasage required.

Oracle Multitenant on the Fujitsu M10 reduces apixpense through efficient consolidation and
capacity on demand provisioning enabling a greggesity of applications per server when you need
it. Oracle Multitenant reduces operational costeufh standardization; rapid database provisioning
through simple SQL or the PDB self-service provigig application; and the inherent Manage Many-
as-One CDB/PDB framework for patching, upgradestzaukups.

2.2 Multitenant Use Cases on the Fujitsu M 10

The principal use case for Oracle Multitenant insmidation. IT departments are reducing energy,
maintenance and licensing costs by consolidatimgese and software. Coupled with consolidation
comes standardization. Further reductions in ITiscase achieved in efficient, low risk, automated
operational provisioning and maintenance practié@sacle Multitenant satisfies both of these
requirements. These are the first, necessary stkps transitioning to a service based architecture
and a cloud deployment model. Oracle Multitenapntiésign, is the cornerstone of Orablatabase

asa Service (DBaaS). And by implementing multitenancy in tleabase and not in the application,
Oracle Multitenant is perfect f@oftwareasa Service (SaaS). Cloud Database life cycle management
through orchestration becomes easier with Oraclé#itetloant for both on-premise private cloud as
well as private cloud - public cloud interoperaili

DBaaS

With Oracle Multitenant, customers are definingitfizBaaS, electing to provision PDBs for each
level of service. For example, as depicteéiigure 2 below, customers may define a DBaa$S catalog
based on tiered availability service levels. PDB8 be provisioned at each tier and, leveraging the
unplug/plug mobility of PDBs, can easily navigatetween the service levels as application
availability requirements change.

=7 =

S8 S RAC, Data Guard 'R N
| ——

B B E A

= '- B Backups

Figure 2. Oracle Multitenant for Database as aiServ

An added efficiency of Oracle Multitenant and PD8#hat when a CDB is configured for either RAC
or Data Guard, plugging in a PDB from a singleanse CDB in to a CDB configured for RAC or
Data Guard Standby, it automatically becomes aismsgtance RAC PDB or, the case of Data Guard,
redo for the PDB is automatically replicated to st@ndby with no configuration changes necessary.
Because the APIs for unplug/plug service level atign are simple SQL commands, such operations
integrate seamlessly with any service orchestrdtmmework.
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SaaS

Implementing multitenancy at the application leeah be difficult where data isolation, database
security and a common reporting tool set are requiDeploying SaaS applications on Oracle
Multitenant satisfies each of these requiremerashBpluggable database is physically isolated from
other tenants. If further isolation is required €essecurity products such as Database Vault ahdlLa
Security can be configured with Oracle Multitenant.

119 O 411 O 498 © 498 © i1t O 49t © it

Customer 1 Customer 2 Customer 3 Customer 4 Customer 5 Customer 6 Customer 7

Figure 3. Oracle Multitenant for Software as a &&rv

With SaaS applications it is likely the applicaoshare a common data model. Oracle Multitenant
provides a fast query operation for reporting psgsacross all PDBs or a subset of PDBs by
executing select statements with the CONTAINER&Yse. This combination of distinct, isolated
pluggable database with the ability to execute iggeacross all or a subset of pluggable database at
scale is a unique feature of Oracle Multitenant.

Cloud Scale Computing

Oracle Multitenant and the building block architeetand dynamic core activation of the Fujitsu M10
are a powerful combination for private or publiowd deployments where DBaaS and SaaS capacity
requirements expand and contract on demand andwhale-out database deployments may grow to
100s if not 1000s of instances. This study illussahe agility of these two solutions to meetruali
capacity demands while achieving extreme consadidaincreasing aggregate transaction volume
without sacrificing application performance.
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3. Fujitsu M 10 Server

3.1 Product Overview

Fujitsu M10 is a SPARC server that provides woddeard performance and high reliability for
mission-critical systems such as databases, aaafhique scalability and flexibility with innowas
cutting-edge technical capabilities adopted frominfnames, supercomputers, and the previous
generation SPARC Enterprise M-Series servers.

The Fujitsu M10 series lineup consists of three efmd

¢ Fujitsu M10-1: the optimum entry-level server fonyaapplication that requires high
performance, high reliability, and virtualizationa compact 1U form factor

¢ Fujitsu M10-4: the ideal mid-range server for dagater consolidation

¢ Fujitsu M10-4S: a scalable high-end server with uheque ability to grow modularly by
connecting "Building Blocks" with Fujitsu’s innowe¢ high-speed interconnect.

All Fujitsu M10 models support CPU core activatfon step-by-step expansion of CPU resources in
single core increments. Fujitsu M10-4S, which ceowgstep-by-step from small to very large (up to
16 Building Blocks), provides dynamic flexibilityhtough its Physical Partition Dynamic
Reconfiguration capability.

With three model types-{gure 4) and features that deliver flexible growth of neses, Fujitsu M10
enables customers to make investments that mag@hhthsiness growth now, while also providing
room to grow without costly downtime.

1 socket 4 sockets 4-socket Building Block can scale up to 64 sockets
(Max: 16 cores) (Max: 64 cores) (Max: 1,024 cores)

Figure 4. Fujitsu M10 server family lineup
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3.2 CPU CoreActivation

All Fujitsu M10 models support CPU core activatiamich allows you to increase CPU performance
gradually, in response to increased business voluiitieout stopping the system.

Fujitsu M10 provides flexibility for handling sudddoad increases, and scalability that can be fine-
tuned to suit any business need. Initial investroests are kept low, and the customer's Total Gfost
Ownership (TCO) is optimized dynamically as comprgquirements increase. The fine grained
granularity of CPU core activation provides TCO éfgs not only at initial purchase. The core
activation features also provides power and sugaMings.

CPU
core

CPLI | CPU CPU cores added CPU CPU
CPU || CPU CPU || CPU

N A

. ) e ‘, ’

@ CPU Activation allowed

O CPU Activation not allowed

Figure 5. Adding CPU cores through CPU core adtivat

3.3 Building Block Architecture

Fujitsu M10-4S benefits from the unique BuildingoBk architecture to grow chassis-by-chassis.
From as little as two or four CPU sockets in akemg10-4S chassis, the system can grow all the way
to 64 sockets in an interconnected 16 Building Bloonfiguration. The high scalability of Fujitsu
M10-4S is achieved by connecting Building Block#hwtujitsu’s proprietary high-speed interconnect
and allows you to flexibly create hardware pani®f various sizes. Each physical partition can be
used as a physically isolated, highly-reliable sysenvironment.

Fujitsu M10-4S Physical Partitions (PPARs), addsadditional level of flexibility, isolation and
reliability. All Fujitsu M10 models support firmwarevel virtualization with Oracle VM Server for
SPARC and software level virtualization with OracBolaris Zones. With these choices of
virtualization technologies, Fujitsu M10 resources be efficiently utilized across a wide range of
workloads. In addition, consolidation of a largemnier of diverse systems on to Fujitsu M10 becomes
possible and leads directly to lower TCO.
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3.4 Physical Partition Dynamic Reconfiguration

Physical Partition Dynamic Reconfiguration (PPAR)OR employed as a standard feature of the
Fujitsu M10-4S scalable system at no additionat.cbkrough Fujitsu M10’s system monitoring
facility (XSCF), PPAR DR enables addition and realosf hardware resources such as processors,
memory, and I/O devices in Physical Partitions withstopping the production systeridure 6).

PPAR DR makes it possible to change configuratémitl capacity (active expansion), and actively
perform hardware maintenance on mission-criticateays in a timely manner to meet the business
demands for scalability and growth.

Installation Reconfiguration

Figure 6. Various use case scenarios for Dynamio/eguration
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Verification

4. Verification

As described above, Oracle Database RIRiggable Databases and Fujitsu M10 hardware ressu
can be added and removed dynamically using thel©kéaltitenant features of Oracle Database 12
and the CPU core activation and Dynamic Reconfijpnmdeatures of Fujitsu M10-4S. Fujitsu offers
the following detailed study as verification thiatthe process of expanding the database sereer, th
transaction processing capacity increases lingdrlie the response time remains constant.

4.1 Verification Environment

In this verification test, a Fujitsu M10-4S sery@racle Solaris 11.1) with Oracle Database 2
used as the database server, a Fujitsu ETERNUS @%21storage system is used for disk storage,
and a Fujitsu PRIMERGY RX200 S7 server with Oradad Testing Accelerator for Oracle Database
is used as the load generator.

4.1.1 Hardware and Software Used
Database Server
Fujitsu M10-4S (8 Building Blocks)
Processor: 3.7GHz SPARC 64X+, 4 sockets (16 caesqrket)
Memory: 1TB
Operating System: Oracle Solaris 11.1.17.5.0

Storage System
ETERNUS DX410 S2 (4 units)
HDD: 300GB (15,000rpm)
I/0: 8Gbps FC

Oracle Database
Oracle 12.1.0.1.4

Networ k
Cluster interconnect Network switch: CISCO Catafigd0M
Local Area Network switch: Fujitsu SR-X324T1
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4.1.2 System Configuration

The database server consists of two Oracle Redidgpipns Cluster nodeskigure 7)

Oracle Load Testing
(Workload Generation)

Oracle Enterprise Manager
(Database Control)

LAN PRIMERGY (x86) x1
(1000BASE-T) ORACLE 126'
PRlMERGY 86 5 ENTERPRISE MANAGER
wos T
-X324T
I B e
Database Server —'."'""" Cluster interconnect BT Database Server
. - = (10GBASE-SR) e .
Fujitsu M10 — S8 Fujitsu M10
LS8 Jf
ORACLE 49)¢ S —— Catalyst 4900M R ORACLE 49)¢
DATABASE 12 EE_— = EE— DATABASE 12
B B e—m

Database Storage

ETERNUS Dx410 S2 x4

Figure 7 System configuration diagram

4.1.3 Storage Settings

Oracle Automatic Storage Management and Oracle RlRggable Database are constructed as
described below.

Storage volume: 62TB (total) = 1.3TB/LUN x 48
ASM Disk Group structure: S.A.M.E (Stripe And MirrBverything)

All of the disks are arranged in one DISK Gro#&jg(re 8)
Stored data: Database files, REDO Log
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Storage#1 Storage#2 Storage#3 Storage#4

e e

/AS

1.3TB
RAID 1+0
2 (5+5)

(OCOCOCOC0CD=
COCOCOCOC0ED

COCOCOCOCOCY
COCOCUL0EOLY
LU
L0
LU
LU

\

Figure 8. RAID and ASM disk group configuration gliam

For the pluggable databases, 252 disks are créatdd ASM, and 10GB is allocated per PDB.
(Figure9) 4 CPU cores are assigned per PDB, and 10 usenecbto each PDB.

Storage#1 Storage#2 Storage#3 Storage#4

| | | | | | | |
| < cam— p——
PDB PDB PDB PDB PDB PDB
>
PDB PDB PDB PDB PDB PDB
1 1 1 1 1 ]

1 1 | 1 1 1
| [ ] [ 1 [ | |

Figure 9. PDB configuration diagram
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4.1.4 Testing Tools

Oracle Load Testing Accelerator (OLT) for Oraclet@lmse is used. An OLTP model (Online
Shopping — JpetStore -) is used for the work load.

No Web server or application server are used.

To increase load, a LOOP process and SELECT precessxecuted every time a trigger is fired and
INSERT is executed.

4.2 Verification Details

The following sections describe the methodologissduto expand both the Fujitsu M10 computer
resources and the Oracle Database RRiggable Database environments during the vatifio
testing.

4.2.1 Adding Resources through CPU CoreActivation

In step with database expansion, hardware reso(@¢ds cores) are added utilizing the Fujitsu M10
CPU core activation feature.

Adding CPU cores on a running Fujitsu M10-4S isomaglished as shown below.

Confirm the number of CPU cores that are activenfrime Fujitsu M10-4S service processor
(exXtended System Control Facility: hereafter XSCF).

XSCF> showcodusage
Resource In Use Installed CoD Permitted Status

PROC 16 64 16 OK: O cores available

PPAR-ID/Resource In Use Installed Assigned

0-PROC 16 64 16 cores
Unused — PROC 0 0 0 cores

In the example above, there is one physical pamtith one Fujitsu M10-4S Building Block, and 16
CPU cores have been assigned. The remaining 48 bave not been activated.

In this verification test, hardware resources bdlladded to match the expansion of the database, so
CPU core activation keys will be added to actiadditional CPU cores.

XSCF>addcodactivation "Product: SPARC M10-4S

SequenceNumber: 116

Cpu noExpiration 48

Text-Signature-SHA256-RSA2048:
SBxYBSmB32E1ctOidgWV09InGFnWKNtCJI5N3WSlowbRUYIVVySvjncfOrDNteFLzo

iTSgrjnee9FyEYITT+deQ=:"
Above Key will be added, Continue?[y|n]:y

In the example above, 48 additional CPU cores a&etigated.
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Confirm the CPU cores were activated.

XSCF> showcodusage
Resource In Use Installed CoD Permitted Status

PROC 16 64 64 OK: 48 cores available

PPAR-ID/Resource In Use Installed Assigned

0-PROC 16 64 16 cores
Unused — PROC 0 0 48 cores

Assign CPU cores to physical partitions.

XSCF>setcod -pO0 -scpubd

Confirm that they have been assigned.

XSCF> showcodusage
Resource In Use Installed CoD Permitted Status

PROC 64 64 64 OK: 0 cores available

PPAR-ID/Resource In Use Installed Assigned

0-PROC 64 64 64 cores
Unused — PROC 0 0 0 cores

Next, add CPU cores to the logical domain in whahOracle database is running.

Execute the Idm list-devices command on the logicahain in which the Oracle database is
running. Confirm the status of the added hardwaseurces, then execute the Idm add-core
command and add CPU cores to the logical domaivhinh the Oracle database is running.

# |dm list-devices

CORE
ID %FREE CPUSET

128 100 (256, 257)

132 100 (264, 265)

136 100 (272, 273)

140 100 (280, 281)

MEMORY

PA SIZE BOUND
0x700000000000 32G

0x720000000000 32G

0x740000000000 32G

0x760050000000 31488M

# |dm add-core 48 OracleDB-domain

The fact that CPU cores have been assigned tosigahypartition without suspending system
operation has been confirmed.

Repeat the same procedure when adding CPU coresgdsd.
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4.2.2 Adding Resources through PPAR DR

If further hardware resources are required aftévaing all CPU cores inside an M10-4S Building
Block, additional Building Blocks are added throlRfRAR DR. Figure 10)

B L = B =
ey U e || S s

new

BB

EE s || 5 G Add
Node 1 Node 2 EE e || £ s ”;E‘;’

Node 1 Node 2

Figure 10. Adding Fujitsu M10-4S and PDB througiA\RDR

The steps for adding Fujitsu M10-4S Building Blocks through PPAR DR are shown
below.

Confirm the current physical partition configuratimformation from the Fujitsu M10-4S XSCF.

XSCF> showpcl -p 0

PPAR-ID LSB PSB Status

00 Running
00 00- 0

Register the to-be-added Fujitsu M10-4S Buildingd&lto the physical partition configuration
information.

XSCF> setpcl -p 0 -a 1=01-0

Confirm the physical partition configuration infoation.

XSCF> showpcl -p 0
PPAR-ID LSB PSB Status
00 Running
00 00-0
01 01-0

Check the status of the Fujitsu M10-4S.

As shown below, the newly added Fujitsu M10-4S @iog Block is displayed as "01-0" in the system
board pool status.

XSCF> showboards -p 0
PSB PPAR-ID(LSB) Assignment Pwr Conn Conf Test Fau It
00-0 00(00) Assigned y y y Passed Normal
01-0 SP Available n n n Passed Normal
15
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Add the newly registered Fujitsu M10-4S BuildingpBk (01-0) to the physical partition that is

running.

XSCF> addboard -c configure -p 0 01-0

PSB#01-0 will be configured into PPAR-ID 0. Continu e?[y|n] iy

Start connecting PSB to PPAR. [3600sec]

0..... 30..... 60..... 90.. ...120.....150.....180. ....210.....240.....
270.....300.....330.....360.....390.....420....450 ... 480.....510.....
540.....570.....600.....630.....660.....690....720 ... 750.....780.....

810.....840.....870.....900.....930.....960.....end
Connected PSB to PPAR.
Start configuring PSB to Logical Domains (LDoms) Ma nager. [1800sec]

Configured PSB to Logical Domains (LDoms) Manager.
Operation has completed.

Check the status of the newly added Fujitsu M10-4S Building Block.

XSCF> showboards -p 0

PSB PPAR-ID(LSB) Assignment Pwr Conn Conf Test Fau It
00-0 00(00) Assigned y y y Passed Normal
01-0 00(01) Assigned y y y Passed Normal

At this point, if the CPU cores for the newly ragiged Fujitsu M10-4S Building Block have not been
activated, follow the steps in "4.2.1 Adding Resesrthrough CPU Core Activation" to activate the

CPU cores on the newly registered Fujitsu M10-48dwg Block.

Also, the new Building Block’s memory can be adfgdising the Idm add-memory command to add

memory to the logical domain on which the Oraclebdase is running.

# ldm set-memory 64G OracleDB-domain 1

4.2.3 Oracle Database Operations
Check the CPU information recognized by Solaris OS.

# psrinfo -vp

The core has 2 virtual processors (0 1)
The core has 2 virtual processors (2 3)
The core has 2 virtual processors (4 5)
The core has 2 virtual processors (6 7)

SPARC64-X+ (chipid 0, clock 3700 MH2)

The physical processor has 16 cores and 32 virtual processors (0-31)

The physical processor has 16 cores and 32 virtual processors (32-63)

Check the memory size recognized by the SolarignQife same way.

# prtconf | grep Memory
Memory size: 8388608 Megabytes
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As described above, by adding resources usingufiisi-M10-4S CPU core activation feature and
PPAR-DR, it is possible to dynamically expand tH8JCand memory recognized by Solaris OS.

To continue, check the CPU/memaory resources tleatesmognized by Oracle ¢.2

The CPU resources recognized by Solaris are dyméignatetected by the Oracle database, which
dynamically adjusts the cpu_count (threads) iniiglon parameter.

$ sqlplus / as sysdba

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1 .0.1.0 - 64bit
Production

With the Partitioning, Automatic Storage Management , OLAP, Advanced
Analytics

and Real Application Testing options

SQL> show parameter cpu_count

NAME TYPE VALUE

In the example above, Oracleclt?zas dynamically recognized the number of CPU tlseghen
using Fujitsu M10-4S (SPARC64 X+ CPU chip) with@BUs/256 cores (512 threads) assigned to
the Solaris OS.

Next, set and confirm the memory size used by @ragi. Since the memory size used by Oracle
12c does not change automatically, adjust it withrtiemory_target initialization parameter.

Set the maximum memory size that can possibly bd ursthe database by dynamic expansion with
the memory_max_target parameter in advance. Ot&2clean dynamically expand the memory size
up to the value of memory_max_target.

SQL> show parameter memory_

NAME TYPE VALUE
memory_max_target big integer6144G
memory_target big integer3072G

SQL> alter system set memory_target = 6144G;
System altered.

SQL> show parameter memory_

NAME TYPE VALUE
memory_max_target big integer6144G
memory_target big integer6144G

As described above, with Fujitsu M10-4S, it is plolesto dynamically expand CPU/memory
hardware resources, and the running Solaris O®aacde Database troperly recognize the
added resources.
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Since the CPU/memory resources that can be used by a Container Database (CDB) are
dynamically expanded, additional Pluggable Database (PDB) that runs on the CDB can
be added and started dynamically.

SQL> show pdbs

CON_ID CON_NAME OPEN MODE RESTRICTED
2 PDBS$SEED READ ONLY NO
3 PDB001 READ WRITENO
4 PDB002 READ WRITENO
SQL> create pluggable database pdb003 admin user sy spdb identified by xxx

éQL> alter pluggable database pdb003 open;
Pluggable database altered.

SQL> show pdbs

CON_ID CON_NAME OPEN MODE RESTRICTED
2 PDBS$SEED READ ONLY NO
3 PDBO001 READ WRITENO
4 PDB002 READ WRITENO
5 PDB003 READ WRITENO

In the example above, PDB003 was added and stamedis OPEN MODE status has become
"READ WRITE".

In this verification test, operations describedwabare executed to gradually add resources in the
following way, and the increase in transactions i@sponses are measured.

- With one Fujitsu M10-4S Building Block, add CPbre resources (from 16 cores to 64 cores)

- Starting from a 2-node RAC configuration with dagitsu M10-4S Building Block for each
node, add one Fujitsu M10-4S Building Block atragito both nodes, to expand the RAC
environment up to a 4 Building Block per node cguafation. Figure 11)

e [ os i
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EE s £ E s
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Figure 11. Gradually adding Fujitsu M10-4S BuildiBpcks and PDBs through PPAR DR

Note- The commands, setting items, and display elesrdescribed in this document are only examples.
The necessary settings and displays may differrdipg on the configurations, etc. of the actuateys

Always refer to the appropriate product manuals.
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4.3 Verification Results

The transaction processing volume (TPS) and averaggonse time is measured when adding
resources (from 16 cores to 64 cores) using CP&axdivation and adding resources (from 2 Building
Blocks to 8 Building Blocks) using PPAR DR.able 1) The transaction processing volume increases
as resources are added and a constant averagasedsjpoe is maintained.

16,000 90
14,000 - 80
12,000 K
/ - 60
10,000
~ 50
8,000
- 40
6,000 . TPS
- 30
4,000 L 99 —®—Average Response Time
msec
2,000 . L 10
0 ; ; T T + 0
16cores 64cores 128cores 256c¢ores 384cores 512cores
2BBs 4BBs 6BBs 8BBs
1PDB 16PDBs 32PDBs 64PDBs 96PDBs 128PDBs
1BB 2nodes RAC

Table 1. Gradually adding Fujitsu M10-4S Buildinp&ks and PDBs through PPAR DR

However, suspending the adding of resources anithoamy to increase the load, resulted in worse
average response time, and no increase in theatiiors processing volumelgble 2)

9,000 350
8,000 566
7,000
250
6,000
5,000 200
4,000 150 i TPS
3,000
100 —e—Average Response Time
2,000 - msec
50
1,000
0 0

16cores 64cores 128cores 256cores 256cores 256cores 256cores 256cores 256cores 256cores
2BBs 4BBs 4BBs 4BBs 4BBs 4BBs 4BBs 4BBs

1PDB  16PDBs 32PDBs 64PDBs 96PDBs 128PDBs 160PDBs 192PDBs 224PDBs 256PDBs

v v

1BB 2nodes RAC

Table 2. Adding up to 4BB resources to Fujitsu M®and suspending
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With these results, the effectiveness of expandérger resources using the Oracle Multitenant
feature of Oracle Databasecl@2nd the CPU core activation and PPAR DR featurésijiisu M10-
4S is demonstrated. This flexible expansion wittdmwntime makes Oracle Database 12
Pluggable Databases and Fujitsu M10 servers theplaform for extreme database consolidation.
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5. Review

From this verification test, we were able to canfthat it is possible to expand a running server
(Oracle database service) by using the Oracle Mohint feature of Oracle Database k2add
PDBs, and using the CPU core activation and PPARdaRIres of Fujitsu M10-4S to add
resources, without stopping the system.

Database consolidation with the Oracle Multiterfeature of Oracle Databaseclribakes it possible
to control investment costs and reduce runningsabsough efficient use of CPU and memory
usage, reduction of storage 1/0, and by using feattor controlling the necessary hardware
resources and managing them effectively.

In addition, Fujitsu M10-4S offers a high-performarCPU design, large memory capacity, and
expansion up to 16 Building Blocks to accommodatéhkr business growth and high levels of
server consolidation. Fujitsu M10 makes it possibleontrol initial implementation costs and pay
as your business grows.

Through the synergistic effect of Oracle Databa&eahd Fujitsu M10-4S, customers can make
more appropriate investments, not only in termsodfware and hardware costs, but also including
system integration costs, running costs, and nmaémige costs.

From the point of view of efficiency, flexibilitynvestment cost control, and ICT cost reduction,
combining Oracle Databasedand Fujitsu M10-4S in a database server can breaserot just a
database consolidation platform, but also as thienapdatabase cloud platform for rapid database
deployment.
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