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Preface

The past severd years have seen a significant change in business computing. We are seeing a fast evolution into the
broadband era and the expansion of e-commerce, e-governance, and public trunk systems. We are dso seeing argpid
expansion of contents business. For a middierange server to meet such needs, the following conditions have become
more and more important:

(1) Performance (Processing power corresponding to broadband reguirements)

(2) Rdiahility and Avallability (High rdiability and availability inpublictrunk systems)
(3) Future expandability (Investment protection across new processors and technology)
(4) Space-saving (Ability to sst up many devicesin limited spaces with good extensibility)

PRIMEPOWER 650 and 850 are being developed asthe best solution to these requirements
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PRIMEPOWERG650 and 850 Outline

PRIMEPOWER 650 Festures

PRIMEPOWER 650 is a mid-range, rack-mounted
server modd that can accommodate up to eight 675
MHz SPARC64™ GP CPUs

A source-synchronous method that enables an ultra
high-speed transmission frequency of 540MHz on
the core system bus is employed to achieve
sgnificant expanson of system bus performance to
13.8GBY/s. The bestpossible mounting structure has
been adopted to improve memory access
performance. This high-density mounting, where
eght CPUs can be ingdled on the same system
board, enables short-distance transmisson between
CPUsreaulting in reduced latency between all eight
CPUs. In addition high-speed system bus and
memory design with reduced latency sgnificantly

improvestransaction performance.

To meet the demands for high-density ingalation in computer rooms with limited space, high ingdlation ahility has
been achieved by the use of high-density mounting. We have created the most compact eight CPU system intheworld
a 8U. The extremdy compact cabinet accommodates aDAT drive, DVD drive, two hard disk bays, plus eight PCI
dots for the externa connections reguired to support a sgnificant networked environment.  In addition, teking the
importance of rdiability into condgderation, redundant PSU and dua power feed options are supported and can be
mounted in the cabinet. Its compactness makes it possible to mount it inthe samerack asa disk array and the various
other 1/O units required for a fully operating solution.  Limited ingtallation space in an office or computer center
environment can therefore be effectively used.

In order to prepare for and manage the occurrence of a processor, memory, or 1/0 bus error, a degradation function is
supported that isolates the faulty location a system restart . In addition, essentia components such as the disks, power
supplies, and fans are available in redundant configuration; with hot swappable components (components that can be
exchanged during operation) supported as wel. By employing these messures, high system availahility has been
achieved.

For flexibility in expangon of the number and type of networks, a 19-inch rack compatible, 4U PCIBOX (PCl dot
expangon unit) system configuration is employed. By connection of these additiond units, a further 12 PCI dots can
be added, so that PCI cards can be mounted in up to 20 dotsin tota. This enables the user to flexibly configure the
required /O configurations. . PRIMEPOWER 650, with its &bility to be eesily ingtdled in either an office or computer
center environment, supports the widest range of use for many gpplicaions.

Up to eight SPARC64™ GP processors @ 675 MHz, 8 MB secondary cache
Height of 8U (19-inch rack)

Upto32 GB, memory subsystem

Upto20 PCI dots

13.8 GB/sdata buswidth

N + 1 redundant power supply subsystem and dud power feed option
Redundant cooling subsystem

Hot swappable power suppliesand fans

64-bit Solaris operating environment
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PRIMEPOWER 850 Features

PRIMEPOWER 850 is alarger mid-range, rack-mounted server modd thet can
accommodate up tosixteen 675 MHz SPARC64™ GP CPUs.

A source-synchronous method that enables ultra high-speed transmission
frequency of 540MHz onthe core system bus is employed to achieve excdllent
expanson of sysem bus performance to 41.5GB/s. Best possible mounting
sructure is dso adopted to improve memory access performance.

High-density mounting, where eight CPUs can be indaled on the same system
board, enables short-distance transmission between CPUs resulting in reduced
latency between dl eight CPUs. In addition, the use of a back-pand passage to
connect the two system boards results in further reductionsin latency .

The high-speed system bus and memory design with reduced laency dso
significantly improvestransaction performance.

To meat the demands for high-dengty ingtalaion in computer roomswith limited
space, high ingdlaion ability has been achieved by employing high-density
mounting. In doing so we have cregted the mogt compact 16 CPU unit in the
world a only 17U. Thisextremdy compact cabinet accommodates a DAT drive, DVD drive, hard disk units, plus 16
PCI dots for externa connections required by the sarver in supporting a significant networked environment.  In
addition, taking the importance of rdigbility into condderation, redundant PSU and dud power feed options are
supported and can be mounted in the cabingt. It's compactness dlowsit to be mounted it in the samerack as a disk
aray and the various other 1/0 units required for afully operating solution. Limited installation space in an office or
computer center environment can therefore be effectively used.

In order to prepare for and manage the occurrence of processor, memory, or 1/0 bus errors, adegradation function is supported
that isolatesthe faulty location a systemrestart. In addition, essentid components such asthe disks, power supplies, and fans
are avalable in redundant configuration, with hot swappable components (components that can be exchanged during
operation) supported aswell. By employing these measures, high system availability has been achieved.

For flexibility in expansion of the number and types of networks, the same 19-inch rack compatible, 4U PCIBOX (PCI dot
expanson unit) sysem configuration as available with the 650 model, can be used. Inthiscase up to two of these unitscan be
connected, adding up to 24 additional PCI dots. This dlows 40 PCl cardsto be mounted intota. This enables the user to
flexibly configure the I/O units as required. PRIMEPOWER 850, with its broad power cgpability and ability to be eesly
installed in either office or computer center environments supports thewidest possible range of usefor many gpplications.

Upto 16 SPARC64™ GP processors @ 675 MHz, 8 MB secondary cache
Height of 17U ( 19-inch rack)

Upto64 GB, memory subsystem

Upto40 PCl dots

415 GB/s databuswidth

N + 1 redundant power supply subsystem and dua power feed option
Redundant cooling subsystem

Hot swappable power suppliesand fans

64-bit Solaris operating environment
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PRIMEPOWER Lineup

PRIMEPOWER2000
PRIMEPOWER1000

PRIM EPOWERS50

PRIMEPOWERS00

PRIMEPOWERG50

PRIMEPOWERG00
PRIMEPOWER400
PRIMEPOWER200

PRIMEPOWER100
PRIMEPOWER1

The PRIMEPOWER consigts of a comprehensive power lineup garting with the entry-levd model 1U single processor
PRIMEPOWER 1, under-desk server PRIMEPOWER 200, mid-range servers PRIMEPOWER 400, PRIMEPOWER 600,
PRIMEPOWER 650 and PRIMEPOWER 850, the enterprise class PRIMEPOWER 1000 with up to 32 processors, and on to
the PRIMEPOWER 2000 thet can accommodate either 64 or 128 processors. The PRIMEPOWER  thus offers an extremdy
broad range of serversto create ided solutions for the widest range of requirements. Each server platform provides complete
RAS functiondity and the highest in availability when used in duster configurations.

Performance

The system performance of the PRIMEPOWER 650 and 850 series scales up smoothly as processors are added. Thisis mede
possiblethrough an optimum ba ance of processor, memory, and 1/0 performance.

High-speed bussupporting datatransfer at 540 MHz

SPARC64™ GP CPUs with up to 8 MB of secondary cache

PCI dots capable of 64-bit/66 MHz operation
A high-speed bus cdled the named Channd Bus connects withthe PCI bridge. A PCI busthet conformsto PCI Rev. 2.1 isused
forthel/O bus. PCI dotscgpable of operating at 64-hit/66 MHz are provided enabling PRIMEPOWER 650 and 850 to be used
as high-peed network or large-scaefile sarvers. Thetable beow lists the performance values of each key component:

Maximum configuration
Throughput Notes PRIMEPOWER6 | PRIMEPOWERS
50 50
Processor 2.2GB/s Performance per processor 8 16
Memory 8.6GB/s Performance per one-way interleave 2 4
Channd bus | 08GB/s x 2(infout) Per channd bus 2
Databus 13.8 GB/s Daa trender pek peformence of - -
PRIMEPOWER 650
415GB/s Daa trander pesk peaformance of - -
PRIMEPOWER 850
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The table blow ligts the rdative improvements in transaction peformance, using a factor of 1 for the

performance of the current modd type
Modd PRIMEPOWERGOO PRIMEPOWERG50
Transection performanceratio 1 142
Modd PRIMEPOWERS00 PRIMEPOWERS50
Transaction performanceratio 1 115

PRIMEPOWERBO0: CPU 600MHz

PRIMEPOWERBOO: CPU 6/5MHz

Compatibility

The PRIMEPOWER architecture follows a conastent design policy. This same hardware design policy is
used on both PRIMEPOWER 650 and 850. Solaris, the international operating environment isused. This
ensures binary compatibility of gpplications between PRIMEPOWER server models as well as between the
SPARC/Solaris units. As a reault, taking into consideration utilization of current resources and future
expandability, your investment is protected.
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Sysem Architecture

Features
PRIMEPOWER 650 and 850 are rack-mounted, mid-range servers with the following festures:

1. High-performance SPARC64™ GP processors withlarge-capacity secondary cache
- SPARC64™ GP (675 MHz) @ 8 MB E-cache

2. Large-cgpacity memory subsystem
- 4 GB of memory per processor is supported.

3. SVIP architecture
- The architecture supports SMP configurations.
- High-performance system bususing 540 MHz datatransfer

4. High-performance /O interface (maximums shown are with PRIMEPOWER 850)
- Asbadc dats, upto 16 PCI busesare provided.

- Asexpanson dots, up to 24 PCI buses are provided to enable flexible configuration.
- High-speed I/O is supported using 64-hit/66 MHz dots.

5. High availability function support
- Redundant configuration, hot siwappable Power Supply Units (PSU), and Fan Trays
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Configuration bascs

PCl Slot x 8

PRIMEPOWER 650

The basic unit of each PRIMEPOWER modd is ahigh-density system board capable of accommodating up to eight processors and
amaximum memory capacity of 32 GB. One system board can be mounted in a PRIMEPOWER 650 and two system boards can
be mounted in a PRIMEPOWER 850. They support a networked environment in an extremely compact cabinet that can be
mounted in generd-purpose 19-inch racks. All essentiad components such asthe disk units,the PCI card dots DVD unit, DAT unit,
Ethernet part, RS232C port, and Keyboard/Mouse are mounted in the cabinet. In addition, high rdiahility is aso ensured by the
redundant configuration of the power supplies, fansand the built-in dua power feed option.

In the mounting layout of the main unit, the system board, and power supply-1/0 section, cooling systems are completely separated
for more efficient cooling. This configuration endbles two Fan Trays to be inddled per sysem board engbling redundant
configuration of the cooling system for the high-density mounted system boards. In turn each of these Fan Trays dso containstwo
smadl-scae, high-performance fans with adjustable speed control to ensure continued efficient cooling evenif asinglefanfails.
PRIMEPOWER 650 and 850 are dso developed as environmentdly friendly products. Their design takes into consideretion dl
laws and regulaions induding loca business standards, market demands, and meetsthe requirements for the internationa ecology
mark. PRIMEPOWER 650 and 850 are dso recognized as green products as prescribed by Fujitsu in its own gtrict definition. In
further condderation of the environment, the radio noise emissions of this equipment do not exceed the EN55022 Class B and
VCCI ClassB limits.

FANUNITx3

DAT
(Option)

FAN UNIT x 4
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System Board

CPU-Module  pmM-Riser-L

To increase the mounting density, eight CPUs are mounted on one system board. 1n addition, to fully utilize the space,
the DIMM s are mounted three dimensondly using ariser card. 32 GB of memory can be mounted per system board.
The DDCON section of the power supply has dso been decentrdized and mounted on the system board and CPU
modules. Theresult isthat mounting density of the power supply has been greatly increased.

SPARC64™ GP Procesors

The SPARC64™ GP CPU employs super scaar processing technology and is a highly reliable, highly integrated
processor based on the SPARC-V9 64 hit architecture.
PRIMEPOWER 650 and 850 modes provide a processor module with a SPARC64™ GP CPU and secondary cache
SRAM mounted in high density.
- Full conformity with SPARC Verson 9
- Uptofour ingructions can beissued per cyde
- Smultaneous execution of up to eight indructions. 4 integer operations (or 2 address operdions, 2
floating point operations and 2 load/store operations
- Execution of afull range out-of-order ingtruction for dl instructions using the register rename function and
reservation station Except for specid indructions like member, ec.
- Hightlevel dynamic branch forecast function (16K entry forecast table)
- 64-bit virtua address space
- Support for multiple page sizes of up to 4 GB. By wse of aaMMU option with a symmetricd, full-
associaive 256-entry TLB for al pagesizes
- Large-cgpecity primary cacheof 128 KB (1) + 128 KB (D).
- Large-cgpacity 8-MB secondary cache
- Pipdine L2 cache interface enabling high performance
- ECC protection for both caches types (primary and secondary)
- 128-hit databus and 16-bit ECC
- Highrspeed bus (pegk bandwidth of 2.2 GB/s)
- Support for future upgrades
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Increesing the datatransfer speed has been an important focus arealin improving overdl system performance. According
to the conventiona gpproach, increasing the data transfer speed between the boards isthe key to increasing the system
clock speed. Oneof the problems related to datatransfer has dway's been the question of how to reducethe deviaion o
the dock signds from the data Sgnds (skew). However, anew method (Source-Synchronous method) that involves
sending the clock sgnd together with the data has been adopted here. This has been found to be very effective in
significantly reducingskew. By thismethod, datatransfer at 540 MHz has been achieved.

Conventiona 16-CPU class modes require a board on which a crossbar switch is mounted for the connection between
multiple system boards. This requirement causes an increasein memory access latency and an increese in the number of
pats. In designing PRIMEPOWER 650 and 850, the need for this crossbar has been diminated, and the god of direct
connection between the system boards has been achieved.

Co
[ Data nn []
o et o
. Clock or 1

Send sde ! ;

H T
Send dock @ @ Recsive Clock

Source Synchronous method

For the address system, a memory controller caled a System Controller (SC), where four CPUs and an |/O bridge are
combined into a single unit, controls the cache. On these new models, each SC shares the control and maintains cache

coherency.
Address Diagram
MTAG DDR 6B I
CPUO O i
\ 1 | i |I t CPU8
CPU1 O\ 4-;‘ . .
DINIVD ‘ DIV "-’ CPUs
CPUz O‘/’ SC0 s CPU10
Oa/v K h
CPU3 /
CPU
BASIC O BASIC
FOBOARDO OB OARD1
P4 CPUT2
S O\ / CPU13
sc1 L L SC3
CPm()' ’ "U Iiu_u ' '\»Ocpms
DM ‘. DM "" -
BCIBOXO 5 : PCIBOX1
=21 SBO : SBl [fm:
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As shown in the figure below, the data system is divided into four groups. Each group connects with four CPUs and an
1/O bridge.

Memory isdso divided into four parts, witheach part controlled by a SC and addresses are interleaved between two SCs
on the system board. For gpplications that frequently access contiguous addresses, the memory isinterleaved between the
four SCs extending over the system boards. Performance is further improved by interleaving the memory between the
four memory modules. In SDRAM, agroup of bytes is set to sdect satus for an addresspecified as the low address. If
the low address, at the next memory access, matches, continuous memory accessis enabled asthe sdlect datusis dready
<&t Thistechniqueis cdled low address matching.

The datain memory is protected using ECC, where single-hit errors are corrected autometicaly. ECC isdso employed
inthe DTAG, used to maintain cache coherency. In addition, cache, memory, and TAG of the processor aredl protected
usng ECC. The memory module of thismode uses a configuration thet enables memory to be continuoudly used even
if one of the memory dements of the memory module fails completely. This method, previoudy adopted in high-end
PRIMEPOWER 800 1000 and 2000 systems, is now gpplied to these 8-way dass modds. As a reault high data path
reliability is dso achieved in these new models.

Data EDiagram

CPI0

DDE 16B /yO CPU3
CPU1 = , =| | :/'O CPUS
CFI2 DI ‘ DIl H CPTT0
DATA-XB DATA-XB
CPU3 16Bx2
+____,O CPUI
BASIC IO BASIC IO
BOARDO 7y 'y "4’0 BOARD1
8B x 2 8B x 2

CPU4

Y
16BIx 2 -
CPIT13

DATA-XB q\_o

CPIS

CPUE DATA-XB

Hu_u II"u_u II"+> \OCPUM
T R - CPU15
SBO . SBI 0 o

2
3

17 7

PCIB Q0
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[/0 Subsystem and PCIBOX

Thesemodds use aPCl busasthel-O bus. The PCl bus conformsto PCI Rev. 2.1 and can operate in 32/64-hit
mode a 33/66 MHz. Eight PCI dots per system board (33 MHz x 6 and 66 MHz x 2) are built into the cabinet.
A PCIBOX (33 MHz x 9) has been developed asa PCl dot expangion unit and can be flexible ingtaled into the
system to meet customer needs asrequired. The PCIBOX is connected to the base cabinet usng abus cdledthe
CH bus, which provides ultra high-speed transfer at 200MHz. Four of the dots support ingtalation of full-length

cads.

PRIMEPOWER 650 and 850 Technical White Paper

In addition, for reliability, the power supplies and fans are supplied in redundant configuration. Hot
swapping is enabled.

[Bascdotg
SotNo. | PClbusgoup | PCl CadWidth | PCl Clock Rate CadInput Voltage Size
PCIO A 64bit,/32hit 33/66MHz 3.3V or Universd Short Card
PCI1 B 6&4hit,/32hit BMHz 5V or Universd Short Card
PCI2 B 64bit,/32hit BMHz 5V or Universd Short Card
PCI3 B 64hit,/32hit 3BMHz 5V or Universd Short Card
PCl4 C 64hit,/32hit 33/ 66MHz 3.3V or Univerd Short Card
PCI5 D 64bit,/32bit 3BMHz 5V or Universd Short Card
PClI6 D 64bit,/32bit 3BMVIHz 5V or Univerd Short Card
PCI7 D 64bit,/32bit 3BMHz 5V or Universa Short or Long Card
[PCIBOX]
SotNo. [ PClbusgoup | PCl CadWidth | PCIClockRate | CardInputVoltage Size
PCIO A 64bit,/32bit 33/66MHz 3.3V or Universd Short Card
PCl1 B 64hit,/32hit 3BMHz 5V or Universd Short Card
PCI2 B 64bit,/32bit 3BMHz 5V or Universd Short Card
PCI3 B 64bit,/32bit 3BMVIHz 5V or Univerd Short Card
PCl4 C 64bit,/32bit 33/66MHz 3.3V or Universd Short Card
PCI5 D 6&4hit,/32hit BMHz 5V or Universd Short Card
PCI6 D 64hit,/32hit 3BMHz 5V or Universd Short Card
PCI7 D 64hit,/32hit 3BMHz 5V or Universd Short Card
PCI8 E 64bit/32bit 33/66MHz 3.3V or Universd Short or Long Card
PCI9 F 64bit,/32bit 3BMVIHz 5V or Univerd Short or Long Card
PCI10 F 64bit,/32bit 3BMHz 5V or Universa Short or Long Card
PCI11 F 64bit,/32hit BMHz 5V or Universd Short or Long Card
01/12/31 13
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Power Supply Subsystem

The power supply subsystem of the PRIMEPOWER 650 is cgpable of handling 100-120 VAC or 200-240 V AC a
50/60 Hz. For 100 V AC, the power supply subsystem is connected using three cables as sandard. For 200V AC, the
power supply subsysem is connected usng two cables as dandard. The power supply subsystem of the
PRIMEPOWER 850 is capable of handling 200-240 V AC at 50/60 Hz. For the PRIMEPOWER 850, one AC cableis
used to connect the power supply subsystemn as standard.

A power supply unit (FEP: Front End Power) is connected to the AC cables of each of the units. The FEP has been
shrunk by employing high-density mounting techniques. In addition, a compact, highly efficient DC-DC converter has
been developed as converson unitfor each load voltage. The compactness of this DC-DC converter contributes to the
reduced design footprint of the overal unit.

An N + 1 redundant configuration (option) is supported for the FEP of each unit. In this case, a system failure can be
avoided even if aFEPfails. Because the FEPs are dso hot swappable, the system need not be stopped for maintenance.
A dud power feed option (option) is also supported. This option enables operation to continue using the other power
supply evenif apower supply error or power supply failure occurs. Either of these two options can be accommodated in
the base cabinet.

A UPS s supported. By connecting a UPS, the system can be safdy shut down when a power failure occurs and data
corruption can be prevented.

Cooling sysem

PRIMEPOWER 650 and 850 both employ the latest cooling technology. In particular these models feature highly
cgpable cooling systems that are compact and especidly suitable for high-density mounting. A redundant configuration
is used for the cooling fans. High availability is assured through the use of compeact, high-performance cooling fans thet

aswell as being extremdy religble are dso hot swgppable. Importantly the cooling capabiility of the fansis sufficient to
handle future processor enhancements. Plus through the use of rotation speed control, fan noise can be kept below 50 dB,
in most customer environments, while smultaneoudy providing suitable cooling performance even in high then average
temperature environments.

Toincrease cooling efficiency, the system board and power supply-1/0 section are cooled separately. Two CPU modules
are mounted verticaly in arow on the system board. Using the space under the first CPU module as a bypass passage,

cold air is blownin a high speed to effectively cool the inherently hard-to-cool second CPU module. In the power
supply-1/0 section, specid airflow control fins are used to achieve effective cooling.

T

CPU module CPU module

Bypass passege
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High Availability Functions

RASHA Concept

For PRIMEPOWER 650 and 850 modds, HA (High Availahility) functions, besed on mainframe technology , have

been employed. To implement HA functions, the RAS (Rdiability, Availability, Serviceshility) concept has to be

guaranteed for each function.

High Availability, or the dimination of job stoppage time, cannot be achieved Smply by increasing the reigbility of the

hardware components.  High Availability must dso be achieved for the software, goplications, and support sarvices. Itis

therefore essentid to provide™ system” RAS functions.

Of course to achieve high rdiahility, the qudity of parts must be increased to the maximum. In addition, gppropriate

parts must be sdlected taking the product lifespan into consderation. However, there are no parts that can be guaranteed

to never bregk, and it istherefore always necessary to consider the possibility of afailure. Thisgppliestosoftware aswell

astohardware. Naurdly, it ishighly desrableto have softwarethat isfree of bugs. However, since there are software

bugsthat aretriggered by hardwarefailures, it is extremely difficult to completely diminatedl bugs. Still, it goes without

saying that dl efforts must be made to improvethe rdiability of the hardware and software.

Fujitsu controls and guarantees the reigbility of the parts used. When new parts are used, Fujitsu evauates them by

checking the lifespan using stress tests such as burn-intests to determine whether the parts provide the rdigbility thet the

product amsfor.

Avalahility can be expressad as an index indicating the time whenthe system is available for job operation Becausethe

number of errors cannot be kept to zero, mechaniams that ensure high availability must be ingtdled to enable system

operation to continue when a hardware failure occursin apart or unit, an error oocurs in the basic software such asthe OS,

or an error or falure occursin an application process.

PRIMEPOWER 650 and 850 moddsincorporate the following basic mechanismsto provide for high availahility:

- An expanded automatic error checking and correction range

- Improved retry functions when an error is detected and the provison of a degradation function which isolates failed
components and dlows arestart using avadid, if reduced, configuration.

- An automatic system restart to reduce down time

- A pand display function for error fault location & system gartup

- Reduced sysem gart time

- Redundant configurationsfor power supplies and fans and the provision of hot swappable components.

Serviceghility refersto the functions that are used to quickly and eesily recover the system from any problemsthat may

occur during system operation. To achieve this, the cause of any occurring error must be identified, and the component

or components that caused the error isolated and replaced. 1n addition, the event and condiitions must be reported to the
system adminigtrator and maintenance personne in aformet that is easy to understand.

Machine management software is provided with PRIMEPOWER 650 and 850 to support the isolating of fault locations
and the replacement of components without having to stop the system. This software dso enables the sygem
adminigtrator and maintenance personnd to dearly identify the operating satus of al units andto enable the maintenance
personnel to perform the gppropriate maintenance work.

Redundant Configuration and Haot Swapping

The power supply and fan units of these modules have a redundant configuration. Storage can dso be inddled in
redundant configuration by using mechanisms such as duad RAID controllers and disk mirroring. This can be achieved
for thessmodels by combining Fujitsu's SynfinityDisk and amultipath disk control packege. Moreover, SynfinityDisk
can be used to mirror the sysem volumes themsdves. Even if adisk error occurs a booting, the boot disk is switched
automaticaly and the OSiss restarted without the system process stopping.
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Degradation Function Using Initial Diagnoss

At power-on, initid diagnoss is executed before the OS is booted. Initid diagnos's checks first whether the system
boards are connected correctly. After the connections have been confirmed, SPARC84™ GP CPU operdion is Sarted
and memory and 1/O unitsare diagnosed. If initial diagnoss detects an error, the fault location isisolated. By defaullt,
fault isolation is performed in such away that the isolation unit is the smallest possible. Thisinitid diagnostic function
enables isolation of faulty components so that operation will be performed using only norma components.  Errors
detected in the power-on diagnoss are posted to the system adminigtrator and maintenance personnd  via the system
console

Disk Subsysterrs

Thevarious RAID and file units are supported as disk subsystems. The disk units mounted in these file units can be used
as sysem volumes. Software such as SynfinityDisk can be used to enable the file units to have a RAID configuration.
SynfinityDisk aso enables mirroring of the system volumes.

In addition, to maintain High Availability, it is essentid thet the system can redtart as quickly as possible after a system
failure occurs. To quickly execute file system recovery (fsck) after a system failure occurs, ajournd file system such as
Fujitsu’ s SynfinityFileis required. In addition to faster fsck, ingtalling SynfinityFle enables extension of thefile system
size that accompanies data expansion and load digtribution. SynfinityFle's multi-volume function enables such
expanson to be executed without having to stop the system.

When RAID unitsare usad, setting adua controller configuration can increase the fault tolerance of the RAID unitsand
aso enable duplication of the access pathsincluding the PCI cards.

SynfinityDisk
SynfinityDisk isasoftware product thet provides mirroring and hot spare functions between disk unitsin asingle-system
configuration and amirroring function between shared disk unitsin a Synfinity Cluster environment.

SynfinityFile

SynfinityFleisaUFSand APl compatible file sysem. This software product provides alog function (metadatajournd)

and advanced functions such as multi-volumes and shared access.

- Log function: After asystem failure occurs, fsck recoversintegrity within seconds fromitslog informetion

- Multi-volume function: Multiple disks can be registered in one file system. Because the Size can be easily extended
without restoring, operating costs can be significantly reduced. In addition, each of the three dements (metadata, deta,
and log) of thefile system sze can be dlocated to individud disks. This can sgnificantly improve 1/0 characterigics
and performance.

- Sarver sharing function (cluster file system): Simultaneous access from different serversis enabled by a standard AP,
Shared access of file systemsis enabled even between different partitions

Multipath Disk Control

This software product supports duplicated configuration of the interface between the disk array units.

Network Subsystem

SynfinityLink

In a network subsystem, $nfinityLink enables the condruction of redundant network configurations of network
communication components (network adapters, tranamisson lines, and so on) based on the HA functions of the
PRIMEPOWER 650 and 850 modeds.  SynfinityLink thereby provides communication functions with superior
reiability and availability.

In addition, switching and system reconfiguration when an error occurs are automaticaly executed in the network
subsysem. Asaresult, continuity of communication between gpplications is increased without needing to be aware of
these redundant configurations.
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Clugter System

In dugter system configurations, PRIMEPOWER 650 and 850 systems provide even more rdiability, availability, and
scaability.  High operating ratio can be achieved with cluster systems using components such as $nfinity Cludter,
SynfinityDisk, $nfinityFile, and $nfinityLink with these sarvers.  In addition, for the provison of very high
performance, pardld processing of up to 16 servers can be used to implement a mode of operation caled a “ scdddle
clugtersystem.” Thisis achieved with a combination of High Availability Solutions and Pardld Daabase Solutions,
including SynfinityCluster, to provide the cduster functions; SynfinityDisk, SynfinityFile, and SynfinityLink for
increased availability, and Synfinity-VIA for further increases performance, and network rdiagbility.

Also provides is our new globa dugter sysem "PRIMECLUSTER," an integration of Fujitsu Semens Computerss
Rdiant Clugter with Synfinity series products. In addition to the HA cluster function that ensures gpplication failover,

PRIMECLUSTER provides awider range of functions suich as anetwork environment for higher bandwidth capatility,

network sub-system availability, a file system that alows concurrent direct sharing from multiple sarvers, volume
management for advanced operability, availability of disk sub-systems in a SAN environment, and a variety of disk

mirroring options.  This ensures high availability in the whole sysem. PRIMECLUSTER even provides a globd

network where aparale databaseusing the Oradedi Red Application Cluster and IP addressis available ontwo or more
nodes.
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Basc Software

Softwar e Configuration

The Solaris 64-hit operating environment developed by Sun Microsystems, Inc. is used as the basic software (sarver
mediakit) for dl PRIMEPOWER modesinduding 650 and 850. SolarisB isa64-hit OSthat supports 64-bit SPARC
processors based on SPARC V9 architecture.  SolarisB8 maintains high compatibility with conventiond  32-bit
goplications. Solaris8 supports a64-hit virtua address space and 64-bit file systems.

The software group required for efficient operation of PRIMEPOWER 650 and 850 is included in the Enhanced
Support Facility supplied with PRIMEPOWER 650 and 850 as standard.

This software group is required for efficient operation of PRIMEPOWER server models, machine management, the
Auto Power Control System (APCS) and System Control Fecility (SCF) drivers, ec.

- Machine management
Machine management supports the settings for the hardware environment, status monitoring and information
callection. Machine management accesses the sydog messages output by the OS, plus the hardware, viathe System
Control Facility (SCF), and callects, andyzes, and displaysinformation related to the hardware.

- Auto Power Control System
The Auto Power Control System (APCS) isatool for autometically turning on and off the system power supply based
on a s operationa schedule. The APCS sgts the power-on and power-off times for the System Contral Facility
(SCP).

Browser Based Softwar e (WebSysAdmin)

WSA (WebSysAdmin) is provided as a tool for sysem administrators to support eeser Browser-based sysem
adminigration. This tool provides an interactive, essy-to-use grgphical interface environment that can be used to
digolay the state and mounting locations of PRIMEPOWER processing units (CPU, memory, etc.), display and delete
process states, monitor log data, and execute user, software, and task adminigration.
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Summary

Both PRIMEPOWER 650 and 850 offer high performance in a compact cabingt, flexible FO configuration, plus
investment protection, with future processor upgrades taken into consideration in their design.  Fujitsu has pursued the
High Availability concept withPRIMEPOWER 650 and 850 by employing redundancy and support for hot swapping of
al essentid components Moreover, PRIMEPOWER 650 and 850 provide a full range of functions required by

Enterprise Servers. Thisindudes integrated operation and maintenance functions. In particular they support greater data
sizes, handle higher demands, and flexibly respond to job changes, to mention only afew of their capatilities.
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